Abstract

Multi-metric learning techniques learn local metric tensors in different parts of a feature space. With such an approach, even simple classifiers can be competitive with the state-of-the-art because the distance measure locally adapts to the structure of the data. The learned distance measure is, however, non-metric, which has prevented multi-metric learning from generalizing to tasks such as dimensionality reduction and regression in a principled way. We prove that, with appropriate changes, multi-metric learning corresponds to learning the structure of a Riemannian manifold. We then show that this structure gives us a principled way to perform dimensionality reduction and regression according to the learned metrics. Algorithmically, we provide the first practical algorithm for computing geodesics according to the learned metrics, as well as algorithms for computing exponential and logarithmic maps on the Riemannian manifold. Together, these tools let many Euclidean algorithms take advantage of multi-metric learning. We illustrate the approach on regression and dimensionality reduction tasks that involve predicting measurements of the human body from shape data.

1 Learning and Computing Distances

Statistics relies on measuring distances. When the Euclidean metric is insufficient, as is the case in many real problems, standard methods break down. This is a key motivation behind metric learning, which strives to learn good distance measures from data. In the most simple scenarios a single metric tensor is learned, but in recent years, several methods have proposed learning multiple metric tensors, such that different distance measures are applied in different parts of the feature space. This has proven to be a very powerful approach for classification tasks [1, 2], but the approach has not generalized to other tasks. Here we consider the generalization of Principal Component Analysis (PCA) and linear regression; see Fig. 1 for an illustration of our approach. The main problem with generalizing multi-metric learning is that it is based on assumptions that make the feature space both non-smooth and non-metric. Specifically, it is often assumed that straight lines form geodesic curves and that the metric tensor stays constant along these lines. These assumptions are made because it is believed that computing the actual geodesics is intractable, requiring a discretization of the entire feature space [3]. We solve these problems by smoothing the transitions between different metric tensors, which ensures a metric space where geodesics can be computed.

In this paper, we consider the scenario where the metric tensor at a given point in feature space is defined as the weighted average of a set of learned metric tensors. In this model, we prove that the feature space becomes a chart for a Riemannian manifold. This ensures a metric feature space, i.e.

\[
\text{dist}(x, y) = 0 \iff x = y, \\
\text{dist}(x, y) = \text{dist}(y, x) \quad \text{(symmetry)}, \\
\text{dist}(x, z) \leq \text{dist}(x, y) + \text{dist}(y, z) \quad \text{(triangle inequality)}. \tag{1}
\]

To compute statistics according to the learned metric, we need to be able to compute distances, which implies that we need to compute geodesics. Based on the observation that geodesics are
smooth curves in Riemannian spaces, we derive an algorithm for computing geodesics that only requires a discretization of the geodesic rather than the entire feature space. Furthermore, we show how to compute the exponential and logarithmic maps of the manifold. With this we can map any point back and forth between a Euclidean tangent space and the manifold. This gives us a general strategy for incorporating the learned metric tensors in many Euclidean algorithms: map the data to the tangent of the manifold, perform the Euclidean analysis and map the results back to the manifold.

Before deriving the algorithms (Sec. 3) we set the scene by an analysis of the shortcomings of current state-of-the-art methods (Sec. 2), which motivate our final model. The model is general and can be used for many problems. Here we illustrate it with several challenging problems in 3D body shape modeling and analysis (Sec. 4). All proofs can be found in the supplementary material along with algorithmic details and further experimental results.

## 2 Background and Related Work

Single-metric learning learns a metric tensor, $M$, such that distances are measured as

$$
dist^2(x_i, x_j) = \|x_i - x_j\|_M^2 \equiv (x_i - x_j)^T M (x_i - x_j),
$$

where $M$ is a symmetric and positive definite $D \times D$ matrix. Classic approaches for finding such a metric tensor include PCA, where the metric is given by the inverse covariance matrix of the training data; and linear discriminant analysis (LDA), where the metric tensor is $M = S_W^{-1} S_B S_W^{-1}$, with $S_w$ and $S_B$ being the within class scatter and the between class scatter respectively [9].

A more recent approach tries to learn a metric tensor from triplets of data points $(x_i, x_j, x_k)$, where the metric should obey the constraint that $\text{dist}(x_i, x_j) < \text{dist}(x_i, x_k)$. Here the constraints are often chosen such that $x_i$ and $x_j$ belong to the same class, while $x_i$ and $x_k$ do not. Various relaxed versions of this idea have been suggested such that the metric can be learned by solving a semi-definite or a quadratic program [1, 2, 4–8]. Among the most popular approaches is the Large Margin Nearest Neighbor (LMNN) classifier [5], which finds a linear transformation that satisfies local distance constraints, making the approach suitable for multi-modal classes.

For many problems, a single global metric tensor is not enough, which motivates learning several local metric tensors. The classic work by Hastie and Tibshirani [9] advocates locally learning metric tensors according to LDA and using these as part of a kNN classifier. In a somewhat similar fashion, Weinberger and Saul [5] cluster the training data and learn a separate metric tensor for each cluster using LMNN. A more extreme point of view was taken by Frome et al. [1, 2], who learn a diagonal metric tensor for every point in the training set, such that distance rankings are preserved. Similarly, Malisiewicz and Efros [6] find a diagonal metric tensor for each training point such that the distance to a subset of the training data from the same class is kept small.

Once a set of metric tensors $\{M_1, \ldots, M_R\}$ has been learned, the distance $\text{dist}(a, b)$ is measured according to (2) where “the nearest” metric tensor is used, i.e.

$$
M(x) = \sum_{r=1}^{R} \frac{\tilde{w}_r(x)}{\sum_j \tilde{w}_j(x)} M_r,
$$

where $\tilde{w}_r(x) = \begin{cases} 1 & \|x - x_r\|_M \leq \|x - x_j\|_M, \forall j \\ 0 & \text{otherwise} \end{cases}$

where $x$ is either $a$ or $b$ depending on the algorithm. Note that this gives a non-metric distance function as it is not symmetric. To derive this equation, it is necessary to assume that 1) geodesics...
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Figure 2: (a)–(b) An illustrative example where straight lines do not form geodesics and where the metric tensor does not stay constant along lines; see text for details. The background color is proportional to the trace of the metric tensor, such that light grey corresponds to regions where paths are short ($M_1$), and dark grey corresponds to regions they are long ($M_2$). (c) The suggested geometric model along with the geodesics. Again, background colour is proportional to the trace of the metric tensor; the colour scale is the same is used in (a) and (b). (d) An illustration of the exponential and logarithmic maps.

form straight lines, and 2) the metric tensor stays constant along these lines [3]. Both assumptions are problematic, which we illustrate with a simple example in Fig. 2a–c.

Assume we are given two metric tensors $M_1 = 2I$ and $M_2 = I$ positioned at $x_1 = (2, 2)^T$ and $x_2 = (4, 4)^T$ respectively. This gives rise to two regions in feature space in which $x_1$ is nearest in the first and $x_2$ is nearest in the second, according to (3). This is illustrated in Fig. 2a. In the same figure, we also show the assumed straight-line geodesics between selected points in space. As can be seen, two of the lines goes through both regions, such that the assumption of constant metric tensors along the line is violated. Hence, it would seem natural to measure the length of the line, by adding the length of the line segments which pass through the different regions of feature space. This was suggested by Ramanan and Baker [3] who also proposed a polynomial time algorithm for measuring these line lengths. This gives a symmetric distance function.

Properly computing line lengths according to the local metrics is, however, not enough to ensure that the distance function is metric. As can be seen in Fig. 2a the straight line does not form a geodesic as a shorter path can be found by circumventing the region with the “expensive” metric tensor $M_1$ as illustrated in Fig. 2b. This issue makes it trivial to construct cases where the triangle inequality is violated, which again makes the line length measure non-metric.

In summary, if we want a metric feature space, we can neither assume that geodesics are straight lines nor that the metric tensor stays constant along such lines. In practice, good results have been reported using (3) [1,3,5], so it seems obvious to ask: is metricity required? For $k$NN classifiers this does not appear to be the case, with many successes based on dissimilarities rather than distances [10]. We, however, want to generalize PCA and linear regression, which both seek to minimize the reconstruction error of points projected onto a subspace. As the notion of projection is hard to define sensibly in non-metric spaces, we consider metricity essential.

In order to build a model with a metric feature space, we change the weights in (3) to be smooth functions. This impose a well-behaved geometric structure on the feature space, which we take advantage of in order to perform statistical analysis according to the learned metrics. However, first we review the basics of Riemannian geometry as this provides the theoretical foundation of our work.

2.1 Geodesics and Riemannian Geometry

We start by defining Riemannian manifolds, which intuitively are smoothly curved spaces equipped with an inner product. Formally, they are smooth manifolds endowed with a Riemannian metric [11]:

**Definition** A Riemannian metric $M$ on a manifold $\mathcal{M}$ is a smoothly varying inner product $<a, b>_x = a^T M(x) b$ in the tangent space $T_x \mathcal{M}$ of each point $x \in \mathcal{M}$.
Often Riemannian manifolds are represented by a chart, i.e., a parameter space for the curved surface. An example chart is the spherical coordinate system often used to represent spheres. While such charts are often flat spaces, the curvature of the manifold arises from the smooth changes in the metric.

On a Riemannian manifold $\mathcal{M}$, the length of a smooth curve $c : [0, 1] \rightarrow \mathcal{M}$ is defined as the integral of the norm of the tangent vector (interpreted as speed) along the curve:

$$\text{Length}(c) = \int_0^1 \| c'(\lambda) \|_{\mathcal{M}(c(\lambda))} d\lambda = \int_0^1 \sqrt{c'(\lambda)^T \mathcal{M}(c(\lambda)) c'(\lambda)} d\lambda,$$

(4)

where $c'$ denotes the derivative of $c$ and $\mathcal{M}(c(\lambda))$ is the metric tensor at $c(\lambda)$. A geodesic curve is then a length-minimizing curve connecting two given points $x$ and $y$, i.e.

$$c_{\text{geo}} = \arg \min_{c \in C} \text{Length}(c) \quad \text{with} \quad c(0) = x \quad \text{and} \quad c(1) = y.$$  

(5)

The distance between $x$ and $y$ is defined as the length of the geodesic.

Given a tangent vector $v \in T_x \mathcal{M}$, there exists a unique geodesic $c_v(t)$ with initial velocity $v$ at $x$. The Riemannian exponential map, $\exp_x$, maps $v$ to a point on the manifold along the geodesic $c_v$ at $t = 1$. This mapping preserves distances such that $\text{dist}(c_v(0), c_v(1)) = \|v\|$. The inverse of the exponential map is the Riemannian logarithmic map denoted $\log_x$. Informally, the exponential and logarithmic maps move points back and forth between the manifold and the tangent space while preserving distances (see Fig. 2d for an illustration). This provides a general strategy for generalizing many Euclidean techniques to Riemannian domains: data points are mapped to the tangent space, where ordinary Euclidean techniques are applied and the results are mapped back to the manifold.

3 A Metric Feature Space

With the preliminaries settled we define the new model. Let $C = \mathbb{R}^D$ denote the feature space. We endow $C$ with a metric tensor in every point $x$, which we define akin to (3),

$$\mathcal{M}(x) = \sum_{r=1}^{R} w_r(x) \mathbf{M}_r,$$

(6)

where $\mathbf{M}_r$ have already been learned; Sec. 4 contain examples where they have been learned using LMNN [5] and LDA [9].

From the definition of a Riemannian metric, we trivially have the following result:

**Lemma 1** The space $C = \mathbb{R}^D$ endowed with the metric tensor from (6) is a chart of a Riemannian manifold, iff the weights $w_r(x)$ change smoothly with $x$.

Hence, by only considering smooth weight functions $\tilde{w}_r$, we get a well-studied geometric structure on the feature space, which ensures us that it is metric. To illustrate the implications we return to the example in Fig. 2. We change the weight functions from binary to squared exponentials, which gives the feature space shown in Fig. 2c. As can be seen, the metric tensor now changes smoothly, which also makes the geodesics smooth curves (a property we will use when computing the geodesics).

It is worth noting that Ramanan and Baker [3] also consider the idea of smoothly averaging the metric tensor. They, however, only evaluate the metric tensor at the test point of their classifier and then assume straight line geodesics with a constant metric tensor. Such assumptions violate the premise of a smoothly changing metric tensor and, again, the distance measure becomes non-metric.

Lemma 1 shows that metric learning can be viewed as manifold learning. The main difference between our approach and techniques such as Isomap [12] is that, while Isomap learns an embedding of the data points, we learn the actual manifold structure. This gives us the benefit that we can compute geodesics as well as the exponential and logarithmic maps. These provide us with mappings back and forth between the manifold and Euclidean representation of the data, which preserve distances as well as possible. The availability of such mappings is in stark contrast to e.g. Isomap.

In the next section we will derive a system of ordinary differential equations (ODE’s) that geodesics in $C$ have to satisfy, which provides us with algorithms for computing geodesics as well as exponential and logarithmic maps. With these we can generalize many Euclidean techniques.
3.1 Computing Geodesics, Maps and Statistics

At minima of (4) we know that the Euler-Lagrange equation must hold \([11]\), i.e.
\[
\frac{\partial L}{\partial c} = \frac{d}{d\lambda} \frac{\partial L}{\partial c'},
\]
where
\[
L(\lambda, c, c') = c'^{T}(\lambda)M(c(\lambda))c'(\lambda).
\]
(7)

As we have an explicit expression for the metric tensor we can compute (7) in closed form:

**Theorem 2** Geodesic curves in \(\mathcal{C}\) satisfy the following system of 2\(^{nd}\) order ODE’s
\[
M(c(\lambda))c''(\lambda) = -\frac{1}{2} \left[ \frac{\partial \text{vec}[M(c(\lambda))]}{\partial c(\lambda)} \right]^T (c'(\lambda) \otimes c'(\lambda)),
\]
(8)

where \(\otimes\) denotes the Kronecker product and \(\text{vec} [\cdot]\) stacks the columns of a matrix into a vector \([13]\).

**Proof** See supplementary material. \(\square\)

This result holds for any smooth weight functions \(\tilde{w}_r\). We, however, still need to compute \(\frac{\partial \text{vec}[M]}{\partial c}\), which depends on the specific choice of \(\tilde{w}_r\). Any smooth weighting scheme is applicable, but we restrict ourselves to the obvious smooth generalization of (3) and use squared exponentials. From this assumption, we get the following result

**Theorem 3** For \(\tilde{w}_r(x) = \exp\left(-\frac{\rho}{2} \|x - x_r\|_M^2\right)\) the derivative of the metric tensor from (6) is
\[
\frac{\partial \text{vec}[M(c)]}{\partial c} = \frac{\rho}{\left(\sum_{j=1}^{R} \tilde{w}_j\right)^2} \sum_{r=1}^{R} \tilde{w}_r \text{vec}[M_r] \sum_{j=1}^{R} \tilde{w}_j \left( (c - x_j)^T M_j - (c - x_r)^T M_r \right).
\]
(9)

**Proof** See supplementary material. \(\square\)

**Computing Geodesics.** Any geodesic curve must be a solution to (8). Hence, to compute a geodesic between \(x\) and \(y\), we can solve (8) subject to the constraints
\[
c(0) = x \quad \text{and} \quad c(1) = y.
\]
(10)

This is a boundary value problem, which has a smooth solution. This allows us to solve the problem numerically using a standard three-stage Lobatto IIIa formula, which provides a fourth-order accurate \(C^1\)-continuous solution \([14]\).

Ramanan and Baker \([3]\) discuss the possibility of computing geodesics, but arrive at the conclusion that this is intractable based on the assumption that it requires discretizing the entire feature space. Our solution avoids discretizing the feature space by discretizing the geodesic curve instead. As this is always one-dimensional the approach remains tractable in high-dimensional feature spaces.

**Computing Logarithmic Maps.** Once a geodesic \(c\) is found, it follows from the definition of the logarithmic map, \(\text{Log}_x(y)\), that it can be computed as
\[
v = \text{Log}_x(y) = \frac{c'(0)}{\|c'(0)\|} \text{Length}(c).
\]
(11)

In practice, we solve (8) by rewriting it as a system of first order ODE’s, such that we compute both \(c\) and \(c'\) simultaneously (see supplementary material for details).

**Computing Exponential Maps.** Given a starting point \(x\) on the manifold and a vector \(v\) in the tangent space, the exponential map, \(\text{Exp}_x(v)\), finds the unique geodesic starting at \(x\) with initial velocity \(v\). As the geodesic must fulfill (8), we can compute the exponential map by solving this system of ODE’s with the initial conditions
\[
c(0) = x \quad \text{and} \quad c'(0) = v.
\]
(12)

This initial value problem has a unique solution, which we find numerically using a standard Runge-Kutta scheme \([15]\).
3.1.1 Generalizing PCA and Regression

At this stage, we know that the feature space is Riemannian and we know how to compute geodesics and exponential and logarithmic maps. We now seek to generalize PCA and linear regression, which becomes straightforward since solutions are available in Riemannian spaces [16, 17]. These generalizations can be summarized as mapping the data to the tangent space at the mean, performing standard Euclidean analysis in the tangent and mapping the results back.

The first step is to compute the mean value on the manifold, which is defined as the point that minimizes the sum-of-squares distances to the data points. Pennec [18] provides an efficient gradient descent approach for computing this point, which we also summarize in the supplementary material.

The empirical covariance of a set of points is defined as the ordinary Euclidean covariance in the tangent space at the mean value [18]. With this in mind, it is not surprising that the principal components of a dataset have been generalized as the geodesics starting at the mean with initial velocity corresponding to the eigenvectors of the covariance [16],

\[ \gamma_{v_d}(t) = \text{Exp}_\mu(tv_d), \]

where \( v_d \) denotes the \( d \)th eigenvector of the covariance. This approach is called Principal Geodesic Analysis (PGA), and the geodesic curve \( \gamma_{v_d} \) is called the principal geodesic. An illustration of the approach can be seen in Fig. 1 and more algorithmic details are in the supplementary material.

Linear regression has been generalized in a similar way [17] by performing regression in the tangent of the mean and mapping the resulting line back to the manifold using the exponential map.

The idea of working in the tangent space is both efficient and convenient, but comes with an element of approximation as the logarithmic map is only guaranteed to preserve distances to the origin of the tangent and not between all pairs of data points. Practical experience, however, indicates that this is a good tradeoff; see [19] for a more in-depth discussion of when the approximation is suitable.

4 Experiments

To illustrate the framework\(^1\) we consider an example in human body analysis, and then we analyze the scalability of the approach. But first, to build intuition, Fig. 3a show synthetically generated data samples from two classes. We sample random points \( x_r \) and learn a local LDA metric [9] by considering all data points within a radius; this locally pushes the two classes apart. We combine the local metrics using (6) and Fig. 3b show the data in the tangent space of the resulting manifold. As can be seen the two classes are now globally further apart, which shows the effect of local metrics.

4.1 Human Body Shape

We consider a regression example concerning human body shape analysis. We study 986 female body laser scans from the CAESAR [20] data set; each shape is represented using the leading 35 principal components of the data learned using a SCAPE-like model [21, 22]. Each shape is associated with anthropometric measurements such as body height, shoe size, etc. We show results for shoulder to wrist distance and shoulder breadth, but results for more measurements are in the supplementary material. To predict the measurements from shape coefficients, we learn local metrics and perform linear regression according to these. As a further experiment, we use PGA to reduce the dimensionality of the shape coefficients according to the local metrics, and measure the quality of the reduction by performing linear regression to predict the measurements. As a baseline we use the corresponding Euclidean techniques.

To learn the local metric we do the following. First we whiten the data such that the variance captured by PGA will only be due to the change of metric; this allows easy visualization of the impact of the learned metrics. We then cluster the body shapes into equal-sized clusters according to the measurement and learn a LMNN metric for each cluster [5], which we associate with the mean of each class. These push the clusters apart, which introduces variance along the directions where the measurement changes. From this we construct a Riemannian manifold according to (6),

\[^1\]Our software implementation for computing geodesics and performing manifold statistics is available at [http://ps.is.tue.mpg.de/project/SmoothMetricLearning](http://ps.is.tue.mpg.de/project/SmoothMetricLearning)
compute the mean value on the manifold, map the data to the tangent space at the mean and perform linear regression in the tangent space.

As a first visualization we plot the data expressed in the leading two dimensions of PGA in Fig. 4; as can be seen the learned metrics provide principal geodesics, which are more strongly related with the measurements than the Euclidean model. In order to predict the measurements from the body shape, we perform linear regression, both directly in the shape space according to the Euclidean metric and in the tangent space of the manifold corresponding to the learned metrics (using the logarithmic map from (11)). We measure the prediction error using leave-one-out cross-validation. To further illustrate the power of the PGA model, we repeat this experiment for different dimensionalities of the data. The results are plotted in Fig. 4, showing that regression according to the learned metrics outperforms the Euclidean model.

To verify that the learned metrics improve accuracy, we average the prediction errors over all millimeter measurements. The result in Fig. 3c shows that much can be gained in lower dimensions by using the local metrics.

To provide visual insights into the behavior of the learned metrics, we uniformly sample body shape along the first principal geodesic (in the range \( \pm 7 \) times the standard deviation) according to the different metrics. The results are available as a movie in the supplementary material, but are also shown in Fig. 5. As can be seen, the learned metrics pick up intuitive relationships between body shape and the measurements, e.g. shoulder to wrist distance is related to overall body size, while shoulder breadth is related to body weight.
4.2 Scalability

The human body data set is small enough (986 samples in 35 dimensions) that computing a geodesic only takes a few seconds. To show that the current unoptimized Matlab implementation can handle somewhat larger datasets, we briefly consider a dimensionality reduction task on the classic MNIST handwritten digit data set. We use the preprocessed data available with [3] where the original $28 \times 28$ gray scale images were deskewed and projected onto their leading 164 Euclidean principal components (which captures 95\% of the variance in the original data).

We learn one diagonal LMNN metric per class, which we associate with the mean of the class. From this we construct a Riemannian manifold from (6), compute the mean value on the manifold and compute geodesics between the mean and each data point; this is the computationally expensive part of performing PGA. Fig. 3d plots the average running time (sec) for the computation of geodesics as a function of the dimensionality of the training data. A geodesic can be computed in 100 dimensions in approximately 5 sec., whereas in 150 dimensions it takes about 30 sec.

In this experiment, we train a PGA model on 60,000 data points, and test a nearest neighbor classifier in the tangent space as we decrease the dimensionality of the model. Compared to a Euclidean model, this gives a modest improvement in classification accuracy of 2.3 percent, when averaged across different dimensionalities. Plots of the results can be found in the supplementary material.

5 Discussion

This work shows that multi-metric learning techniques are indeed applicable outside the realm of kNN classifiers. The idea of defining the metric tensor at any given point as the weighted average of a finite set of learned metrics is quite natural from a modeling point of view, which is also validated by the Riemannian structure of the resulting space. This opens both a theoretical and a practical toolbox for analyzing and developing algorithms that use local metric tensors. Specifically, we show how to use local metric tensors for both regression and dimensionality reduction tasks.

Others have attempted to solve non-classification problems using local metrics, but we feel that our approach is the first to have a solid theoretical backing. For example, Hastie and Tibshirani [9] use local LDA metrics for dimensionality reduction by averaging the local metrics and using the resulting metric as part of a Euclidean PCA, which essentially is a linear approach. Another approach was suggested by Hong et al. [23] who simply compute the principal components according to each metric separately, such that one low dimensional model is learned per metric.

The suggested approach is, however, not difficulty-free in its current implementation. Currently, we are using off-the-shelf numerical solvers for computing geodesics, which can be computationally demanding. While we managed to analyze medium-sized datasets, we believe that the run-time can be drastically improved by developing specialized numerical solvers.

In the experiments, we learned local metrics using techniques specialized for classification tasks as this is all the current literature provides. We expect improvements by learning the metrics specifically for regression and dimensionality reduction, but doing so is currently an open problem.
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A Supplementary Material for A Geometric take on Metric Learning

The supplementary material contains proofs for the theorems found in the paper as well as further results that were left out due to page constraints. When reading the proofs it can be convenient to remember the dimensionality of the individual parts of the equations, which we briefly summarize here:

\[
\begin{align*}
\mathbf{c}(\lambda) &\in \mathbb{R}^{D \times 1} \\
\mathbf{M}(\mathbf{c}(\lambda)) &\in \mathbb{R}^{D \times D} \\
\mathbf{vec} \left[ \mathbf{M}(\mathbf{c}(\lambda)) \right] &\in \mathbb{R}^{D^2 \times 1} \\
\frac{\partial \mathbf{vec} \left[ \mathbf{M}(\mathbf{c}(\lambda)) \right]}{\partial \mathbf{c}(\lambda)} &\in \mathbb{R}^{D^2 \times D}
\end{align*}
\]

A.1 Proof of Theorem 2

We remind the reader that we need to minimize curve length (eq. 4). Conveniently, these minima coincides with those of the curve energy [11] defined as

\[
\text{Energy}(\mathbf{c}) = \int_0^1 L d\lambda = \int_0^1 \mathbf{c}'(\lambda)^T \mathbf{M}(\mathbf{c}(\lambda)) \mathbf{c}'(\lambda) d\lambda .
\]

At times, we will find it useful to express \( L \) in terms of Kronecker products:

\[
L = \mathbf{c}'(\lambda)^T \mathbf{M}(\mathbf{c}(\lambda)) \mathbf{c}'(\lambda) = (\mathbf{c}'(\lambda) \otimes \mathbf{c}'(\lambda))^T \mathbf{vec} \left[ \mathbf{M}(\mathbf{c}(\lambda)) \right],
\]

where \( \otimes \) denotes the Kronecker product and \( \mathbf{vec} \left[ \cdot \right] \) unfolds a matrix to a vector by stacking its columns; see the book by Magnus and Neudecker [13] for details on this notation.

We compute the derivative of this expression using the Euler-Lagrange equation

\[
\frac{\partial L}{\partial \mathbf{c}(\lambda)} = \frac{d}{d\lambda} \frac{\partial L}{\partial \mathbf{c}'(\lambda)}. \tag{16}
\]

We derive the individual terms of this equation below.

\[
\frac{\partial L}{\partial \mathbf{c}(\lambda)} = \frac{\partial}{\partial \mathbf{c}(\lambda)} \left[ (\mathbf{c}'(\lambda) \otimes \mathbf{c}'(\lambda))^T \mathbf{vec} \left[ \mathbf{M}(\mathbf{c}(\lambda)) \right] \right]
\]

\[
= (\mathbf{c}'(\lambda) \otimes \mathbf{c}'(\lambda))^T \left[ \frac{\partial \mathbf{vec} \left[ \mathbf{M}(\mathbf{c}(\lambda)) \right]}{\partial \mathbf{c}(\lambda)} \right]. \tag{17}
\]

\[
\frac{\partial L}{\partial \mathbf{c}'(\lambda)} = 2\mathbf{c}'(\lambda)^T \mathbf{M}(\mathbf{c}(\lambda))
\]

\[
= 2 \mathbf{vec} \left[ \mathbf{c}'(\lambda)^T \mathbf{M}(\mathbf{c}(\lambda)) \right]
\]

\[
= 2 \left( \mathbf{I}_D \otimes \mathbf{c}'(\lambda)^T \right) \mathbf{vec} \left[ \mathbf{M}(\mathbf{c}(\lambda)) \right]. \tag{19}
\]

\[
\frac{d}{d\lambda} \frac{\partial L}{\partial \mathbf{c}'(\lambda)} = 2 \left( \mathbf{I}_D \otimes \mathbf{c}'(\lambda)^T \right) \mathbf{vec} \left[ \mathbf{M}(\mathbf{c}(\lambda)) \right] + 2 \left( \mathbf{I}_D \otimes \mathbf{c}'(\lambda)^T \right) \left[ \frac{\partial \mathbf{vec} \left[ \mathbf{M}(\mathbf{c}(\lambda)) \right]}{\partial \mathbf{c}(\lambda)} \right] \mathbf{c}'(\lambda)
\]

\[
= 2 \mathbf{c}''(\lambda)^T \mathbf{M}(\mathbf{c}(\lambda)) + 2 (\mathbf{c}'(\lambda) \otimes \mathbf{c}'(\lambda))^T \left[ \frac{\partial \mathbf{vec} \left[ \mathbf{M}(\mathbf{c}(\lambda)) \right]}{\partial \mathbf{c}(\lambda)} \right] \mathbf{c}'(\lambda). \tag{21}
\]

Here \( \mathbf{I}_D \) denotes the \( D \times D \) identity matrix.

All this can be combined to give

\[
(\mathbf{c}'(\lambda) \otimes \mathbf{c}'(\lambda))^T \left[ \frac{\partial \mathbf{vec} \left[ \mathbf{M}(\mathbf{c}(\lambda)) \right]}{\partial \mathbf{c}(\lambda)} \right] = 2 \mathbf{c}''(\lambda)^T \mathbf{M}(\mathbf{c}(\lambda)) + 2 (\mathbf{c}'(\lambda) \otimes \mathbf{c}'(\lambda))^T \left[ \frac{\partial \mathbf{vec} \left[ \mathbf{M}(\mathbf{c}(\lambda)) \right]}{\partial \mathbf{c}(\lambda)} \right] \mathbf{c}'(\lambda) \tag{25}
\]

\[
- \frac{1}{2} (\mathbf{c}'(\lambda) \otimes \mathbf{c}'(\lambda))^T \left[ \frac{\partial \mathbf{vec} \left[ \mathbf{M}(\mathbf{c}(\lambda)) \right]}{\partial \mathbf{c}(\lambda)} \right] = \mathbf{c}''(\lambda)^T \mathbf{M}(\mathbf{c}(\lambda)) \tag{26}
\]

\[
\mathbf{M}(\mathbf{c}(\lambda)) \mathbf{c}'(\lambda) = - \frac{1}{2} \left[ \frac{\partial \mathbf{vec} \left[ \mathbf{M}(\mathbf{c}(\lambda)) \right]}{\partial \mathbf{c}(\lambda)} \right]^T (\mathbf{c}'(\lambda) \otimes \mathbf{c}'(\lambda)). \tag{27}
\]

which concludes the proof.
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A.2 Proof of Theorem 3

First we consider the following general weighting scheme

\[ w_r = \frac{\tilde{w}_r}{\sum_{j=1}^{R} \tilde{w}_j} . \]  \hspace{1cm} (28)

We will consider different choices of \( \tilde{w}_r \), but first we compute the derivative of the metric tensor wrt. \( c \).

\[ \frac{\partial \text{vec}[M(c)]}{\partial c} = \sum_{r=1}^{R} \text{vec}[M_r] \frac{\partial \tilde{w}_r}{\partial c} \]  \hspace{1cm} (29)

\[ \frac{\partial \tilde{w}_r}{\partial c} = \left( \sum_{j=1}^{R} \tilde{w}_j \right)^{-2} \left( \frac{\partial \tilde{w}_r}{\partial c} \sum_{j=1}^{R} \tilde{w}_j - \sum_{j=1}^{R} \tilde{w}_r \sum_{j=1}^{R} \frac{\partial \tilde{w}_j}{\partial c} \right) . \]  \hspace{1cm} (30)

In the following we derive \( \frac{\partial \text{vec}[M(c)]}{\partial c} \) for two squared exponential schemes. Other schemes can easily be derived as long as the chosen weights are smooth.

A.2.1 Global Weights: \( \tilde{w}_r = \exp \left( -\frac{1}{2} ||c(\lambda) - x_r||^2_M \right) \)

We first consider a weighting scheme using a global metric

\[ \tilde{w}_r(c) = \exp \left( -\frac{1}{2} ||c - x_r||^2_\Gamma \right) , \]  \hspace{1cm} (31)

where \( \Gamma \) is a metric tensor. The derivative is given as

\[ \frac{\partial \tilde{w}_r}{\partial c} = -\tilde{w}_r (c - x_r)^T \Gamma \]  \hspace{1cm} (32)

\[ \frac{\partial \tilde{w}_r}{\partial c} = -\tilde{w}_r \left( \sum_{j=1}^{R} \tilde{w}_j \right)^{-2} \left( (c - x_r)^T \Gamma \sum_{j=1}^{R} \tilde{w}_j - \sum_{j=1}^{R} \tilde{w}_j (c - x_j)^T \Gamma \right) \]  \hspace{1cm} (33)

\[ = -\tilde{w}_r \left( \sum_{j=1}^{R} \tilde{w}_j \right)^{-2} \sum_{j=1}^{R} \tilde{w}_j \left( (c - x_r)^T \Gamma - (c - x_j)^T \Gamma \right) \]  \hspace{1cm} (34)

\[ = -\tilde{w}_r \left( \sum_{j=1}^{R} \tilde{w}_j \right)^{-2} \sum_{j=1}^{R} \tilde{w}_j \left( x_j - x_r \right)^T \Gamma \]  \hspace{1cm} (35)

This gives the following derivative

\[ \frac{\partial \text{vec}[M(c)]}{\partial c} = - \left( \sum_{j=1}^{R} \tilde{w}_j \right)^{-2} \sum_{r=1}^{R} \tilde{w}_r \text{vec}[M_r] \sum_{j=1}^{R} \tilde{w}_j \left( x_j - x_r \right)^T \Gamma \right) . \]  \hspace{1cm} (36)

A.2.2 Local Weights: \( \tilde{w}_r = \exp \left( -\frac{\rho}{2} ||c(\lambda) - x_r||^2_{M_r} \right) \)

We now consider using the prototype metric tensors to determine the weights:

\[ \tilde{w}_r(c) = \exp \left( -\frac{\rho}{2} ||c - x_r||^2_{M_r} \right) . \]  \hspace{1cm} (37)

We can then compute the derivative as

\[ \frac{\partial \tilde{w}_r}{\partial c} = -\rho \tilde{w}_r (c - x_r)^T M_r \]  \hspace{1cm} (38)

\[ \frac{\partial \tilde{w}_r}{\partial c} = -\rho \tilde{w}_r \left( \sum_{j=1}^{R} \tilde{w}_j \right)^{-2} \left( (c - x_r)^T M_r \sum_{j=1}^{R} \tilde{w}_j - \sum_{j=1}^{R} \tilde{w}_j (c - x_j)^T M_j \right) \]  \hspace{1cm} (39)

\[ = -\rho \tilde{w}_r \left( \sum_{j=1}^{R} \tilde{w}_j \right)^{-2} \sum_{j=1}^{R} \tilde{w}_j \left( (c - x_r)^T M_r - (c - x_j)^T M_j \right) \]  \hspace{1cm} (40)

This gives the following derivative

\[ \frac{\partial \text{vec}[M(c)]}{\partial c} = -\rho \left( \sum_{j=1}^{R} \tilde{w}_j \right)^{-2} \sum_{r=1}^{R} \tilde{w}_r \text{vec}[M_r] \sum_{j=1}^{R} \tilde{w}_j \left( (c - x_r)^T M_r - (c - x_j)^T M_j \right) . \]  \hspace{1cm} (41)
A.3 From 2nd order to 1st order

When computing geodesics we have to solve a system of 2nd order ODE’s, which we solve by rewriting it as a system of 1st order ODE’s. This is standard practice, but we briefly describe it here for the sake of completeness.

We are interested in solving a system of the form

$$c''(\lambda) = f(\lambda, c, c') = -\frac{1}{2}M^{-1}(c(\lambda)) \begin{bmatrix} \partial \text{vec} [M(c(\lambda))] \end{bmatrix}^T (c'(\lambda) \otimes c'(\lambda)) .$$

(42)

We now let

$$g(\lambda) = c'(\lambda) .$$

(43)

Now eq. 42 can be re-expressed by solving for both c and c’ as

$$\begin{bmatrix} c'(\lambda) \\ g'(\lambda) \end{bmatrix} = \begin{bmatrix} g(\lambda) \\ f(\lambda, c, g) \end{bmatrix} ,$$

(44)

which is a system of 1st order equations.

A.4 Algorithmic Details

We use standard algorithms for doing statistics on manifolds. Specifically, we use the mean value estimator from Pennec [18] and the standard PGA model from Fletcher et al. [16]. For completeness, these are presented in Algorithm 1 and 2 respectively. The algorithm for regression is identical to the PGA algorithm, with the exception that the PCA part is replaced by standard linear regression.

The algorithms rely on functions for computing geodesics and exponential maps on the manifold. We compute these by setting up the boundary value problem in (10) and the initial value problem in (12). We solve these numerically using standard off-the-shelf solver; specifically we use bvp4c and ode45 from Matlab.

<table>
<thead>
<tr>
<th>Algorithm 1: Computing Karcher means.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>input</strong> : Training data $p_{1:N}$; and manifold structure in the form of metric tensors $M_{1:R}$ and their positions $x_{1:R}$</td>
</tr>
<tr>
<td><strong>output</strong>: Mean value $\mu$</td>
</tr>
<tr>
<td>// Compute initial mean:</td>
</tr>
<tr>
<td>$\mu_1 \leftarrow \frac{1}{N} \sum_{n=1}^{N} p_n$;</td>
</tr>
<tr>
<td>// Iteratively improve mean value estimate:</td>
</tr>
<tr>
<td>for $i \leftarrow 2 \ldots$ do</td>
</tr>
<tr>
<td>// Compute geodesics to the current mean estimate:</td>
</tr>
<tr>
<td>parallel for $n \leftarrow 1$ to $N$ do</td>
</tr>
<tr>
<td>$\gamma_n \leftarrow$ compute_geodesic($p_n, \mu_{i-1}, M_{1:R}, x_{1:R}$);</td>
</tr>
<tr>
<td>$l_n \leftarrow \frac{\gamma'_n(0)}{|\gamma'_n(0)|}$ Length($\gamma_n$);</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>// Compute tangent space mean:</td>
</tr>
<tr>
<td>$\hat{\mu}<em>i \leftarrow \frac{1}{N} \sum</em>{n=1}^{N} l_n$;</td>
</tr>
<tr>
<td>// Map tangent space mean to the feature space:</td>
</tr>
<tr>
<td>$\mu_i \leftarrow$ exponential_map($\mu_{i-1}, \mu_i, M_{1:R}, x_{1:R}$);</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>
input: Training data $p_{1:N}$; and manifold structure in the form of metric tensors $M_{1:R}$ and their positions $x_{1:R}$
output: Principal geodesics $\gamma_{v_{1:D}}$

// Compute mean value on manifold:
$\mu \leftarrow \text{karcher_mean}(p_{1:N}, M_{1:R}, x_{1:R})$

// Compute geodesics to the mean:
parallel for $n \leftarrow 1$ to $N$ do
  $\gamma_n \leftarrow \text{compute_geodesic}(p_n, \mu, M_{1:R}, x_{1:R})$
  $l_n \leftarrow \frac{\gamma_n(0)}{\|\gamma_n(0)\|} \text{Length}(\gamma_n)$
end

// Perform PCA in the tangent space:
$v_{1:D} \leftarrow \text{PCA}(l_{1:N})$

// Map results back to the feature space:
for $d \leftarrow 1$ to $D$ do
  $\gamma_d \leftarrow \text{exponential_map}(\mu, v_d, M_{1:R}, x_{1:R})$
end

Algorithm 2: Principal Geodesic Analysis (PGA).

### A.5 Further Results on Human Body Shapes

This section contains plots for the regression errors, when predicting body measurements from body shapes. The experiments follow those in Sec. 4.1 of the paper, i.e.

1. First, we whiten the data to ensure that all changes in variance is due to the change of the metric.
2. We then sort the shape data according to the specific measurement (e.g. arm length) and split it in 5 equal-sized clusters.
3. For each cluster we learn a LMNN metric [5], which pushes the different clusters apart. This will locally introduce variance in the directions that pushes the clusters apart. Globally, the learned metrics stretches the feature space in the directions that are most important for the specific measurement.
4. We then construct a Riemannian metric according to (6) and compute the mean of the data according to this metric (Algorithm 1).
5. We then compute geodesics between each data point and the mean, and map the data into the tangent space at the mean using the logarithmic map (11).
6. In this Euclidean representation of the data, we perform linear regression to predict the measurement. The measurement of an unseen point is predicted by mapping it into the tangent space and applying the Euclidean model.
A.6 MNIST Dimensionality Reduction Plots

In Sec. 4.2 we considered PGA on the MNIST data set, where we learned one metric per class using LMNN [5], which we associated with the class center. Fig. 6 show the first two principal components of the digits 4, 7 and 9, computed according to the Euclidean metric and in the tangent space of the manifold implied by the local metrics. As can be seen, the two representations are quite different, but it is not clear that one is better than the other. To quantify the behavior we also perform a classification study.

We perform nearest neighbor classification of 60,000 data points from all ten classes, and test on 1,000 separate data points. We learn one LMNN metric per class, which we associate with the mean of the class. From this we construct a Riemannian manifold from (6), compute the mean value on the manifold, map the data to the tangent space at the mean and perform ordinary PCA in the tangent space, i.e. PGA. To study the effect of dimensionality reduction according to the learned metrics, we measure the classification error while we gradually reduce the dimensionality of the data using both the learned metrics and, for comparison, the ordinary Euclidean metric. The results are plotted in Fig. 6. As can be seen, the model using the learned metrics slightly out-performs the baseline Euclidean metric. The interesting result is that this result holds as the dimensionality is reduced, which shows that the Riemannian PGA captures the important parts of the learned metric.

Figure 6: Left: The MNIST data expressed in first two principal components computed according to the Euclidean metric. Center: The same data expressed in the first two principal components computed in the tangent space of the manifold implied by the local LMNN metrics. Right: The classification error as a function of the dimensionality of the Euclidean and the Riemannian models.