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Abstract—Communication between humans deeply relies on
the capability of expressing and recognizing feelings. For this
reason, research on human-machine interaction needs to focus on
the recognition and simulation of emotional states, prerequisite
of which is the collection of affective corpora. Currently available
datasets still represent a bottleneck for the difficulties arising
during the acquisition and labeling of affective data. In this work,
we present a new audio-visual corpus for possibly the two most
important modalities used by humans to communicate their
emotional states, namely speech and facial expression in the form
of dense dynamic 3-D face geometries. We acquire high-quality
data by working in a controlled environment and resort to video
clips to induce affective states. The annotation of the speech signal
includes: transcription of the corpus text into the phonological rep-
resentation, accurate phone segmentation, fundamental frequency
extraction, and signal intensity estimation of the speech signals.
We employ a real-time 3-D scanner to acquire dense dynamic
facial geometries and track the faces throughout the sequences,
achieving full spatial and temporal correspondences. The corpus
is a valuable tool for applications like affective visual speech
synthesis or view-independent facial expression recognition.

Index Terms—Audio-visual database, emotional speech, face
tracking, visual speech modeling, 3-D face modeling.

I. INTRODUCTION

W ITH their increasing capabilities, computers are already
part of our lives, yet they will not seamlessly blend into

them until they will be able to recognize and simulate affective
states, fundamental capabilities in human-human communica-
tions. Interacting with an artificial agent never will be perceived
as natural unless the machine can guess the user’s emotional
state and react accordingly.

The field of affective computing has seen a boost in recent
years [1]. Algorithms for both recognition and synthesis of
emotional states are being developed; however, there is still
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a need for corpora of affective communication, needed for
training and evaluating such systems. Acquiring these corpora
is challenging, as human affective displays are multimodal,
rare, and highly context- and culture-related. A first question is
which modalities should be captured. The research community
has converged towards the idea that affect-aware systems should
use several modalities, in a way imitating humans. Emotional
cues can be extracted from physiological measurements (e.g.,
[2]), but their invasiveness can influence the subject’s state.
Humans can easily guess someone’s affective state only from
cues such as facial expressions, voice modulation, and body
pose, but speech and facial expression appear to encode most of
the information used by humans to communicate emotions [3].

Another aspect to be taken into consideration when ac-
quiring affective data is the desired degree of naturalness.
A good trade-off between quality and naturalness needs to
be found: corpora collected in controlled environments are by
definition unnatural, but moving towards unconstrained settings
increases the amount of noise. Many of the studies on affective
computing concentrated so far on posed data, which is proven
to differ from spontaneous behavior [4]–[6]. In cases where
the accuracy of the data is crucial, e.g., for computer graphics
purposes, induction methods represent a good compromise,
and the literature is rich of examples where videos [7], still
photographs [8], music [9], or manipulated games [10] have
been used to elicit emotions. These methods are not a replace-
ment of pure naturalism, but they are well established and have
shown to evoke a range of authentic emotions in a laboratory
environment [11], especially videos [12].

The evaluation and annotation of the recorded data requires
some definition of emotion, which is still an open issue in itself.
The majority of works on affective computing so far are limited
to the six basic emotions, based on the cross-cultural studies
on facial expressions of Ekman [13]. These few discrete cate-
gories actually stand for a family of emotions and are bounded
to Ekman’s stringent criteria on what emotions are [14]. An al-
ternative are continuous representations where affective states
are mapped onto a low-dimensional space, e.g., a 2-D space
based on activation (strength) and evaluation (positive vs. neg-
ative) [15]. Collapsing the multidimensional space of possible
emotional states onto a homogeneous low-dimensional space in-
evitably incurs in information loss, and different ways of per-
forming the collapse will lead to different results. Such repre-
sentations are also not intuitive and difficult to use for inexperi-
enced users.

We present a novel multimodal corpus, aimed at the research
fields of automatic synthesis and recognition of expressive
visual speech. Together with speech, we acquire high-quality
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dense dynamic 3-D facial geometries. The 3-D information
is highly desirable in the mentioned research fields for its
informative power, allowing to extract features more easily and
reliably than for example 2-D video. Because of the necessary
recording setup, we settle for elicited emotions and resort to
video clips to induce affective states, as it was done, among
others, in [16]. While the video clips provide a context in the
spirit of film-based induction methods, the repetition of the
emotional sentences serves in itself as an eliciting method
[17]. We also introduce a consistency check by asking our
speakers to evaluate the emotion in the video clip. Similarly
to [18], we label the corpus using a list of affective adjectives
to be weighted according to their perceived strength, allowing
multiple labels for each sentence. Both the eliciting videos and
the recorded data were evaluated by independent raters through
online surveys.

The proposed corpus is valuable for applications like emo-
tional visual speech modeling, but also for view-independent
facial expression recognition, or audio-visual emotion recogni-
tion. The corpus will be made available for research purposes.

II. RELATED WORK

One way to categorize databases for training and evaluating
affection-aware systems is based on whether the recorded emo-
tions are naturalistic, artificially induced, or posed. A compre-
hensive overview of the existing audio-visual corpora can be
obtained from [1], [19], and [20]. In the following, we list some
of the available datasets, with a specific focus on affective com-
munication.

The HUMAINE Network of Excellence has been an impor-
tant step forward in the field of affective computing, producing a
collection of databases [20] containing a large number of audio-
visual recordings divided into naturalistic and elicited.

Among the naturalistic databases, the Vera am Mittag dataset
[21] consists of recordings from a German TV talk show, con-
taining spontaneous emotional speech coming from authentic
discussions. Most of the data was labeled by a large number
of human evaluators using a continuous scale for three emotion
primitives: valence, activation, and dominance. The Belfast nat-
uralistic database [22] contains TV recordings and interviews
judged relatively emotional, annotated using the FEELTRACE
[11] system. The EmoTV corpus [23] contains interactions ex-
tracted from French TV interviews, both outdoor and indoor,
with a wide range of body postures.

Among the elicited datasets, the Sensitive Artificial Lis-
tener (SAL) database [20] contains audio-visual recordings
of humans conversing with a computer. The SAL interface is
designed to let the user work through a range of emotional
states. The SmartKom database [24], comprises recordings of
people interacting with a machine asking them to solve specific
tasks provoking different affective states. In the Activity Data
and Spaghetti Data sets [20], volunteers were recorded while,
respectively, engaging in outdoor activities and feeling inside
boxes containing various objects (e.g., spaghetti or buzzers
going off when touched). The subjects recorded the emotions
they felt during the activities.

The eWiz database [18] contains 322 sentences pronounced
by the same speaker with varying prosodic attitudes suggested

by reading a text specifying the context. In [25], the EmoTaboo
protocol is introduced, consisting in letting pairs of people (one
being a confederate) play the game “Taboo” while their faces,
upper bodies, and voices are recorded.

Going towards acted corpora, the GEMEP corpus [26] com-
prises recordings of the voices, faces, and full bodies of profes-
sional stage actors while uttering meaningless sentences, fol-
lowing the method of Banse and Scherer [27]. The set of dis-
played emotions is an extension of the six basic ones, and the
actors were guided by reading introductory scenarios for each
emotion. In [28], students were filmed while pronouncing a set
of sentences, each representing one of eleven affective states, an
extension of the six basic emotions.

Annotating video recordings is difficult and time consuming.
For example, the popular Facial Action Coding System (FACS)
labeling [29] takes a trained expert about 2 h for 1 min of
video footage. An alternative are marker-based motion capture
systems, used to obtain 3-D information; an example is the
IEMOCAP database [30], where actors were recorded in dyadic
sessions with markers on the face, head, and hands while per-
forming affective communication scenarios. Motion-capture
techniques were also employed to record actors engaged in
affective speech for corpora aimed at visual speech modeling
for synthesis purposes, as in [31] and [32]. Despite the accuracy
and robustness of such methods, placing markers on someone’s
face is error prone and might influence the subject’s emotional
state like other invasive physiological measurements.

When dense 3-D face geometry data is desired, most of the
available datasets only target face recognition and therefore con-
tain only still scans of neutral faces. The only exception is [33],
where students were scanned while changing their facial ex-
pression from neutral to one of the six basic emotions, without
speaking.

To our knowledge, there are no available datasets combining
audio and dense 3-D facial deformations of affective communi-
cation.

III. DATA ACQUISITION

In order to simultaneously record audio-visual speech data,
we employed the real-time 3-D scanner described in [34] and a
studio condenser microphone. To keep the noise level as low as
possible, we acquired the data in an anechoic room, with walls
covered by sound wave-absorbing materials. Fig. 1 shows the
setup, with a speaker being scanned while watching an eliciting
video on the screen.

A. Corpus Definition

Our database consists of 40 short English sentences extracted
from feature films. The clips were selected by the authors, trying
to cover a wide range of emotions and ensuring that the speech
was clear, without music or other voices in the background. The
movie clips do not just contain the sentence to be pronounced,
but are longer (about 30 s on average) and are supposed to build
the emotional state in the viewer. Our volunteers satisfied the
sole requirement of being native English speakers: a total of
14 subjects, eight females and six males, aged between 21 and
53 (average 33.5). Each sentence was recorded twice: with and
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Fig. 1. Recording setup: one speaker sits in front of the 3-D scanner in the
anechoic room while watching one of the eliciting videos clips.

Fig. 2. From left to right, the image shows the 3-D reconstruction of a person’s
face, the corresponding texture mapped on it, and the personalized face template
deformed to fit the specific frame.

without emotion. In total, we recorded 1109 sequences, 4.67 s
long on average.

B. Recording Protocol

Each speaker sat alone in the anechoic chamber, in front of
the scanner and the microphone, while the authors could give
instructions and control the recordings from a separate room.

For the first part of the corpus, the speaker was asked to read
the sentences from text displayed on a computer screen, trying
to keep a neutral tone. In a second stage, the speaker watched
the eliciting video and was asked to rate its emotional content
by means of a paper questionnaire, as explained in Section V-A.
The videos could be seen more than once if requested. In order
to capture the emotional version of each sentence, the speaker
was finally asked to repeat the sentence using the emotional tone
perceived from the video.

IV. DATA PROCESSING

In order to minimize labeling efforts, we processed the data
using state-of-the-art methods for both the auditory and visual
modality.

The real-time 3-D scanner [34] is employed to capture de-
tailed 3-D geometry and texture of the performances of each
speaker at 25 fps, as shown by the first two images in Fig. 2. The
3-D reconstruction presents a mean squared root error of about
0.5 mm. We achieve full spatial and temporal correspondences
of the 3-D data thanks to the two-step procedure introduced in
[35]: First, a generic mesh is warped to fit the reconstructed 3-D
model of each speaker’s face in neutral pose, i.e., with the mouth
closed and all facial muscles relaxed. Second, the template is

Fig. 3. Comparison of (left) emotional and (right) neutral versions of the same
phrase, pronounced by one speaker. Spectrogram, signal intensity contour, fun-
damental frequency contour, and sample 3-D faces are shown from bottom to
top. The emotional utterance shows higher overall signal intensity and a clear
rising of the fundamental frequency contour at the second syllable, in contrast
to the low falling one of the neutral utterance. Also, syllable nucleus durations
are longer in the emotional state. Differences in facial deformations can also be
noted, especially in the last part of the phrase.

automatically tracked throughout all sequences of the speaker,
using both geometric and texture constraints to drive the opti-
mization. This step is not only vital for facial expression analysis
and synthesis, but it also allows the normalization of the rigid
head movements.

Different affective states are manifested in speech by changes
in the prosody; see [36] for an overview. Speech prosody can
be described at the perceptual level in terms of pitch, sentence
melody, speech rhythm, and loudness, features which corre-
late with physically measurable quantities like fundamental fre-
quency , segment duration, and signal intensity. The an-
notation process necessary for obtaining the physical prosodic
parameters of the utterances includes a number of steps: First,
the sentence’s text is transcribed into the phonological repre-
sentation of the utterance; then accurate phone segmentation,
fundamental frequency extraction, and signal intensity es-
timation are achieved by analyzing the speech data. For all the
above steps, we applied fully automatic procedures provided by
SYNVO Ltd. [37].

Some of the extracted audio-visual features are shown in
Fig. 3: For the same utterance, facial geometry, spectrogram,
signal intensity, and fundamental frequency contour are com-
pared between (left) emotional and the (right) neutral version.

V. EVALUATION

In order to assess the quality of the corpus, we resorted to
human observers for evaluating both the eliciting movie clips
(Section V-A), and the acquired data in the form of videos con-
taining renderings of the 3-D template tracking coupled with the
original audio signal (Section V-B). In Section V-C, a prelimi-
nary analysis of the data is presented.

A. Eliciting Videos Evaluation

The speakers themselves were asked to rate the induction
videos, just after having watched them and before pronouncing
the emotional version of the sentences. A paper form was filled
out, giving grades between 0 and 5 to a set of 11 suggested emo-
tional labels (“Negative”, “Anger”, “Sadness”, “Stress”, “Con-
tempt”, “Fear”, “Surprise”, “Excitement”, “Confidence”, “Hap-
piness”, and “Positive”), where 0 means “I don’t know”, 1 cor-
responds to “Not at all”, and 5 to “Very”. An additional field
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Fig. 4. Histograms showing the evaluation of all movie clips as expressed by
the (cyan-left) speakers and by the (magenta-right) users of the online survey.
For each emotion, the bars indicate how many times (in percentage) that partic-
ular label was given the corresponding grade shown on the x-axis.

Fig. 5. Eliciting videos evaluated by the (cyan-left) speakers and by (magenta-
right) users of the online survey; for each emotional label, (a) shows mean and
standard deviation of the received grades, while (b) represents the number of
sentences given an average grade �3 for that label.

was provided, allowing the suggestion of new labels consid-
ered appropriate for the clip. The original list of labels was built
starting from the six basic emotions and adding/removing labels
by a preliminary screening of the eliciting videos (e.g., “Dis-
gust” was never observed and thus removed). We do not claim
that these labels represent the space of emotions in general, only
that they are adequate for describing the selected video clips.
The eliciting videos were also shown to a larger audience, by
means of an online survey, presenting the same structure of the
paper form given to the speakers. The order was randomized,
allowing the user to quit the evaluation at any time. In total,
122 people took part in the survey (20.5% of which were native
English speakers), labeling over 1000 video clips. The average
inter-rater correlation1 was 0.622 for the speakers and 0.646 for
the online survey.

Figs. 4 and 5 compare the results of the two separate evalua-
tions of the eliciting clips: the cyan bars on the left correspond
to the answers given by the volunteers, while the magenta bars
on the right to the results of the online survey. In Fig. 4, for each
label, the histograms show how many times (in percentages of
all movie clips) it was given the grade on the x-axis. The distri-
butions of the grades are very similar, indicating that the labora-

1The Pearson product-moment correlation coefficient is used throughout the
paper: � � ������� �	
 
 .

Fig. 6. Correlations between the affective adjectives, given the evaluations of
the eliciting videos in the online survey. There is a high correlation (bright fields)
among positive and negative emotions.

Fig. 7. For each label (on the x-axis), the number of times it was rated 0 (“I
don’t know”) is shown in percentage of all the evaluations of the eliciting videos
by the online survey. “Contempt” and “Confidence” were the labels of which
people were least certain.

tory environment had only a minor impact on the perception of
affective states. In Fig. 5(a), for each emotional label, mean and
standard deviation of its perceived strength are plotted over all
sentences. Fig. 5(b) compares the number of sentences labeled
as the corresponding emotion on the x-axis (i.e., with an average
grade 3), giving an idea of the affective content of the eliciting
videos. In general, we note a predominance of negative labels,
and, for the online survey, a slightly higher standard deviation
and a tendency to give higher grades to negative emotions. Fear
and contempt were the least perceived affective states from our
eliciting videos, while the most suggested additional labels were
“Nervousness”, “Disappointment”, and “Frustration”.

Some of the labels naturally depend on each others, as can
be seen in Fig. 6, plotting the correlation between the evalu-
ations of the online survey, where the brighter upper-left and
lower-right corners indicate a high correlation among positive
and negative states. Correlation can be noted between some of
the basic emotions (e.g., “Sadness” and “Fear”, or “Surprise”
and “Happiness”), indicating that a single label procedure based
on the basic emotions would have been insufficient to describe
the affective states present in our eliciting videos, and thus sup-
porting our choice of an expanded label set.

Fig. 7 tries to judge the suggested affective states: For each
label, the bar represents how many times (in percentage of all
evaluations) it was given the value 0 (“I don’t know”). “Con-
tempt” and “Confidence” were given zeros most often, possibly
being the states of which the observers were least certain.

B. Corpus Evaluation

In order to assess the quality of the acquired data, videos were
created containing renderings of the tracked 3-D faces and the
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Fig. 8. Evaluations of the (blue-left, read from text) neutral and (green-right,
pronounced after having watched the eliciting video) emotional sentences of
the corpus. For each label, mean and standard deviation of the received grades
are plotted in (a), while (b) shows the percentage of sentences given an average
grade �3 for that label. The plots show that the emotional part of the corpus
was indeed evaluated as such by the anonymous observers.

original audio signals. A new survey was designed, where the
suggested emotional label set was enriched by the three states
most commonly suggested during the evaluations of the eliciting
videos (“Nervousness”, “Disappointment”, and “Frustration”),
and by the additional label “Emotional”. The anonymous users
of the survey were presented with the sentences in a random-
ized order. The number of sequences to be judged being very
large, it has not yet been possible to achieve a sensible number
of evaluations for all; in the following analysis, only sentences
which were rated at least three times have been considered.

The plots in Fig. 8 compare how the users of the survey (over
800 people) perceived the two parts of the corpus, i.e., the sen-
tences (blue-left) read from text and (green-right) pronounced
after watching the eliciting video. In (a), average grade and stan-
dard deviation over all sentences are given for each label, while
in (b), the percentage of sentences which were given an average
grade greater than 3 for the label on x-axis is shown. There is ev-
idence of a general increase in the grades given to the emotional
labels for the sentences pronounced after watching the eliciting
videos, showing the effectiveness of the induction method; how-
ever, the result is unclear for labels like “Contempt” and “Con-
fidence”, supporting the intuition of Fig. 7.

Fig. 9 compares the sentences uttered after watching the elic-
iting videos and the videos themselves by plotting the corre-
lation between the subset of labels shared by the two surveys.
Correlation is still noticeable among positive and negative emo-
tions, but not as much as in Fig. 6, e.g., for “Confidence”. Fig. 10
shows the correlation between the evaluations of an eliciting
video and the evaluations of the corresponding sentence as pro-
nounced by the speakers after watching the video. Most of the 40
utterances show high correlation (1 means full agreement), but
some specific sentences show lower agreement, notably number
27, where apparently the emotional state perceived from the

Fig. 9. Correlations between the evaluations of the (y-axis) eliciting videos and
of the (x-axis) videos containing the renderings of the emotional sentences of
the corpus. The correlation (bright fields) among positive and negative emotions
is visible.

Fig. 10. For each corpus sentence, the correlation is shown between the average
evaluation of the corresponding eliciting video and the average evaluation of
the sentence pronounced by the speakers after watching the video. High values
correspond to agreement in the evaluations.

Fig. 11. Number of “I don’t know” (in percentage) received by all emotional
sentences pronounced by the speaker specified on the x-axis.

video was not similar to the one conveyed by the speakers’ per-
formance. This is not surprising since the eliciting videos are
longer than the sentences in the corpus and thus can more easily
build the emotional states in the viewer; also the absence of eyes,
facial texture, and rest of the body makes the renderings of the
tracked faces less effective in conveying the emotions.

Fig. 11 shows the number of times (in percentage) “I don’t
know” was chosen when evaluating the emotional sentences
pronounced by the speaker specified on the x-axis. Speaker
number 8 was given zeros about 10% of the time, appearing to
be the least effective in conveying the affective states.

C. Data Analysis

In order to perform some preliminary studies on the acquired
data and demonstrate possible uses of it, we proceeded by se-
lecting as neutral the utterances with an average grade smaller
than 3 for the label “Emotional”, and the ones with “Emotional”
mean grade greater than 3 as the remaining affective states. The
plots in Fig. 12 show the relations of the affective adjectives and
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Fig. 12. (a) Fundamental frequency averaged over each proposed affective ad-
jectives on the x-axis, i.e., over the corpus sentences which were given a mean
grade�3 for that particular label. (b) Mean head translation velocity computed
from sequences labeled as each of the adjectives on the x-axis.

simple audio and video features, averaged over all sequences la-
beled according to the above rule. In particular, Fig. 12(a) refers
to the fundamental frequency, suggesting that positive emotions
manifest themselves in higher values of . Fig. 12(b) shows
the mean first derivatives computed over the magnitude of the
rigid translations of the heads, i.e., mean velocity; it can be noted
how emotional sentences present on average higher velocities,
especially affective states like “Anger” and “Frustration”. These
plots indicate that a single feature is not enough to recognize
the affective state but that already several low-level audio-vi-
sual cues can give some evidence for the affective state.

Fig. 13 demonstrates that some correlation exists between au-
ditory and visual channel of our corpus. The plots show the cor-
relation (over all acquired frames) between , first 12 mel fre-
quency cepstral coefficients , and mean Gaussian
curvature calculated over the cheeks, mouth, and eyebrows re-
gions ( , , and ), for the sentences labeled as (a) “Sad”,
and (b) “Happy”. As expected, there is strong correlation (bright
areas) within features extracted from the same modality (espe-
cially for some of the audio features); however, correlation is
also present between features extracted from different modali-
ties. Note that the strength of the correlation between audio and
visual features differs for the two labels.

Having at our disposal accurate phoneme segmentation and
spatio-temporal correspondences among all facial scans, we
can arrange the 3-D face scans into groups corresponding to
particular phonemes, and thus build a statistical model of the
phonemes’ visual appearance (visemes). Fig. 14 shows the
result of applying principal component analysis (PCA) to the
scans corresponding to the phoneme “I”, as uttered by the same
subject. The three rows show the three main modes of variation
observed in the data, with the average in the middle and the
faces generated by setting the corresponding weights to 3 std.
on the left, and, respectively, 3 std. on the right. It appears
from the example that most of the variation spanned by the
first modes corresponds to changes in the expressiveness of
the speech (coarticulation effects are reduced to a minimum
by selecting the central frame for each phone segment). This
simple example shows the power of our facial representation,
which paves the way for automatic visual speech synthesis and
recognition.

Fig. 13. Correlation between some audio features extracted from the speech
signal (� , �� ����) and geometric features extracted from specific facial
regions (� �, � �, and � �) for (a) sad sentences and (b) happy sentences. Some
correlation can be noted not only within the two modalities, but also between
them.

Fig. 14. First three modes of the PCA model of the phoneme “I”. The middle
column shows the average face, while the left and right columns represent the
result of setting the mode’s weight to �3 std. and �3 std., respectively.

VI. DISCUSSION

In this work, we have presented a novel audio-visual corpus
of affective speech and corresponding dense dynamic 3-D face
geometries. The setup was designed for the acquisition of high
quality data, targeting applications like visual speech modeling
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for synthesis and recognition purposes. The recordings of nat-
uralistic emotions being unfeasible in the required studio envi-
ronment, we resorted to eliciting videos to induce the affective
states in the speakers. Our corpus stands out from all currently
available datasets, which are either completely posed, limited to
dynamic facial expressions, or lacking 3-D information.

The corpus comprises 1109 sentences uttered by 14 native
English speakers, in the form of audio plus dense dynamic face
depth data. For the speech signal, a phonological representation
of the utterances, phone segmentation, fundamental frequency,
and signal intensity are provided. The depth signal is converted
into a sequence of 3-D meshes, providing full spatial and tem-
poral correspondences across all sequences and speakers, a vital
requirement for generating advanced statistical models targeting
animation or recognition applications.

Although the evaluation shows that similar affective states
are perceived by human observers when watching the eliciting
videos and the processed data from the corpus, the used induc-
tion method is not a replacement of naturalism. This is the price
to pay for high-quality data. Another limitation is the fact that
the 3-D visual modality does not include eyes, eyelids, inner
mouth, and other body parts beside the face. The raw 3-D data
being part of the corpus, better templates could be used to track
the faces and fill some of the above gaps.

The described corpus can be used to model coarticulation for
the synthesis of emotional visual speech. Other applications in-
clude audio-visual emotion recognition, emotion-independent
lip reading, or view-independent facial expression recognition.
Our experiments indicate that the corpus might also be useful
for studying the correlations between audio and facial features
in the context of emotional speech. Because we intend to pro-
vide both the raw and the processed data, the corpus could also
be used as a benchmark dataset, e.g., a comparison of different
3-D face trackers could consist in measuring the loss of infor-
mation between the original and the processed data in terms of
the perceived emotional content.
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