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Experimental Setup4

In-Hand Scanning1

Kinect-Fusion-like approaches reconstruct spaces with a moving camera
Commercial RGB-D cameras enable 3d reconstruction applications

Reconstruction of smaller objects possible with a static camera and
a turntable or

in-hand scanning

capitalize on high temporal continuity
Existing in-hand scanning approaches [1,2,3]

need stable & distinctive geometry/texture features
fail in the absence of such features
reject information from the hands

[1]

[2,3]

2 Problem Definition

Highly symmetric, textureless objects are challenging

an additional trackable shape carving tool [4]
Reconstruction possible currently only with intrusive ways

a robotic manipulator [5]
additional objects/features [6] or markers [7]

We aim towards a non-intrusive reconstruction approach of such objects

Proposed Idea3

Σὺν Ἀθηνᾷ καὶ χεῖρα κίνει

visual features (geometry/texture)
Combine in a feature-based approach

contact points based on hand-MoCap [8]
during hand-object interaction

Enhance in-hand scanning systems by 
re-using the rejected hand information Comparisons / Results7

Is ICP needed?9
Omit ICP stage 
Results in registration artifacts

ICP enforces consistency with the
partial model during reconstruction

Is 3D Hand Pose the best way?10

Correspondences based on inner-bounding-box coordinates

Pose-based 
contact points
more accurate

Contact detector
leads to 
registration artifacts

Replace contact points with Hough-forest contact detector
                (top-down)    VS                       (bottom-up)

Annotate 2 points per end-effector for frame-pairs

Measure transformation error

        for the object
        for the hand

Rotate 4 symmetric, textureless objects

Skin-color segmentation of image      in
Capture RGB-D images
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Quantitative Results8
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Reconstruction without hands
similar across different systems
(degenerate reconstruction)

Hand MoCap incorporation in
reconstruction plays a vital role

Final Results

6 Contact Points Weight 

degenerate reconstruction & high error

better reconstruction & abrupt error drop

our choice

Error (%)

Steers influence
of contact corr.

Reconstruction5

from  traditional
Energy

visual features 
SIFT

ISS3D/CSHOT

Features:

minimize

Seek the rigid transformation
that alignes the current (source) frame
to the previous (target) frame ...

...Correspondences
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features @
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Set

might be noisy Align frame @
partial model

ICP
refinement

Iterative Closest Point

Hand MoCap
similar to [8]:

Find end-effectors @ mesh
in contact with the object
(proximity to        point cloud)
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correspondences
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