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[57] ABSTRACT
An image segmentation system segments images into component elements by modelling the image as a series of combined layers. The brightness of pixels within each layer is modelled as a parametric function of pixel position. Weights are assigned to each pixel position within each layer and describe how the layers are combined to form a recovered image. By modelling the image as a compilation of layers having different brightness functions, the system segments elements within an image, including text, when the image is corrupted by noise and when elements are combined, such as text and graphics. Enhanced image compression is obtained by modelling the image in multiple layers.
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1 IMAGE SEGMENTATION USING ROBUST MIXTURE MODELS

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention generally relates to segmenting an image into component elements, such as text, graphics, or background elements. In particular, this invention relates to image segmentation using layers. Each layer is modeled as a parametric function of image brightness. A weight is assigned to each pixel in each layer and describes how layers are combined to form a recombined image.

2. Description of the Related Art

Many processes exist for segmenting images, such as the image shown in FIG. 1, into component elements. The component elements of an image include such items as text, graphics, background, etc. Image segmentation is generally used as a first step in further processing the image. For example, segmenting the text from the other elements in the image facilitates optical character recognition (OCR) processes. By segmenting the text from the image, OCR processes are applied only to those portions of the image containing text. This saves processing time since the OCR process does not attempt to identify text characters in the graphic or the background regions of the image, regions where text is generally not present. Image segmentation is also useful for other types of image processing, such as image compression and image identification, where the image is identified as a particular type of document by determining the configuration of the elements in the image.

A common method for image segmentation examines the pixels within the image and statistically determines if the pixel is a certain type, such as text, graphic or background. For example, the image segmentation method determines the contrast changes within local regions of the image. The areas of the image where the contrast does not change are most likely background regions. The areas of the image where the contrast changes gradually generally identifies the region as a halftone or continuous-tone graphic region.

Other image segmentation methods identify specific image elements by examining the shapes of the elements. The performance of one such image segmentation approach, morphological segmentation, is shown in FIG. 2. The areas shown in gray in FIG. 2 are the areas the morphological segmentation scheme identified as the graphic elements. Near the lower left corner of FIG. 2, the word “old” was included as part of the graphic element. Also, near the upper right corner, the letters “INT” were also included as part of the graphic element. Note that the morphological segmentation scheme also identifies the text within the box at the left of FIG. 2 as part of the graphic element.

Since these image segmentation methods examine the contrast changes and the shapes of objects within the image to extract the specific elements, the image segmentation methods are generally incapable of extracting the text from images corrupted by noise, such as the image shown in FIG. 3. When attempting to segment the text from the image shown in FIG. 3, the image segmentation processes described above either identify the text as part of a graphic element or identify both the actual text and the noise as text, leaving the OCR process to identify the individual text characters from among the noise. Only an extremely robust OCR process can identify all of the individual text characters in FIG. 3 if the text is not separated from the noise. The noise in FIG. 3 seriously interferes with the character recognition process since the noise causes many of the text characters to have shapes unlike any standard text character.

Also, as document creation tools become more powerful, images are increasingly more complex. FIG. 5 shows images having the text placed on varying color backgrounds, on continuous or varying-tone graphics, on half tones, etc. The complex images shown in FIG. 5 pose difficult problems for the image segmentation processes described above, especially when extracting the text from the images.

Therefore, an image segmentation process which has improved segmentation capabilities is required, especially when extracting text from a complex background or text corrupted by noise.

SUMMARY OF THE INVENTION

This invention provides a system which segments images into component elements by modelling the image as a series of combined layers. Each pixel in each layer corresponds to a pixel in the image being segmented. The brightness of the pixels within each layer is modelled as a parametric function of pixel position. The system of this invention also assigns weights to each pixel in each layer, the weights representing the similarity in brightness between the pixel in the layer and the corresponding pixel in the image. The weights also represent the extent to which a pixel in a layer is represented in a recovered image when the layers are recombined. A recovered image is constructed using the layers, each represented by a parametric function of pixel brightness, and the weights corresponding to each pixel in each layer.

The system of this invention also segments elements within an image, including text, when the image is corrupted by noise. The system of this invention identifies the noise within the image as forming a layer distinct from the layer containing the text, graphics, background or other elements of the image.

The system of this invention also segments text from an image when the text is placed upon a complex background including graphics, varying color backgrounds, or other continuous or varying tone images. The system of this invention segments the text by identifying the text as belonging to a layer distinct from the layers comprised by the background, the graphics or the other image elements.

This invention also provides a system which reduces the compressed size of an image, compared to the compressed size obtained when compressing raw image data by standard image compression techniques. Modelling the image by layers allows the image to be represented by less information than that needed in standard image representation schemes.

The system of this invention uses a segmentation process which models an image as a compilation of layers, each layer having a specific brightness function associated with the layer. The brightness of the pixels in the layer is preferably modelled as a linear model. The brightness of a layer can also be modelled as a quadratic model, as a constant, where each pixel in the layer has a brightness equal to the constant or other arbitrary function.

Each pixel within each layer is assigned a weight which represents the similarity in brightness between the pixel in the layer and the corresponding pixel in the original image. Generally, pixels having a high weight are “turned on” and pixels having a low weight are “turned off”. Therefore, when the layers are combined to form a recovered image, the pixels in the layers which are most similar to corresponding pixels in the image are more fully represented in the recovered image than pixels which are less similar.
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For example, if the image is modelled as having two layers and each pixel within each layer can have a weight ranging from 0 (low) to 1 (high), a pixel in a layer having a weight of 0 will not be represented in the recovered image. The pixels having a weight of 1 will be represented in the recovered image.

The pixels in each of the layers can also have weights between 0 and 1. If an image is modelled using two layers and a pixel has a weight of 0.5, 50% of the pixel’s brightness will be represented in the recovered image. The pixel located at the same position in the other layer can also have a weight of 0.5 and in this case is also 50% represented in the recovered image.

**BRIEF DESCRIPTION OF THE DRAWINGS**

This invention will be described with reference to the following drawings, wherein like reference numerals refer to like elements and:

FIG. 1 shows a first original image;

FIG. 2 shows the first original image in which the graphic elements are segmented using a morphological segmentation process;

FIG. 3 shows a second original image, which is corrupted by noise;

FIG. 4 shows the recovered image of the second original image shown in FIG. 3 using the system of this invention and modelled using three layers;

FIG. 5 shows a compilation of different complex images;

FIG. 6 shows a third original image, two layers for modelling the third original image, and the weight masks representing the weights assigned to pixels within each layer;

FIG. 7 graphically represents the Geman/McClure error norm;

FIG. 8 graphically represents the influence function for the Geman/McClure error norm;

FIG. 9 is a block diagram of a preferred embodiment of the invention;

FIG. 10 is a flowchart outlining the steps for performing a preferred process of the invention;

FIG. 11 shows the recovered image of the first original image shown in FIG. 1 recovered using the system of this invention;

FIG. 12 shows the background layer weight mask for the background layer of the first original image shown in FIG. 1;

FIG. 13 shows the gray layer weight mask for the gray layer of the first original image shown in FIG. 1;

FIG. 14 shows the text layer weight mask for the text layer of the first original image shown in FIG. 1;

FIG. 15 shows the text layer weight mask for the text layer of the second original image shown in FIG. 3;

FIG. 16 shows the noise layer weight mask for the noise layer of the second original image shown in FIG. 3;

FIG. 17 shows the background layer weight mask for the background layer of the second original image shown in FIG. 3;

FIG. 18 shows a fourth original image;

FIG. 19 shows the recovered image of the fourth original image shown in FIG. 18 recovered using the system of this invention;

FIG. 20 shows the background layer weight mask for the background layer of the fourth original image shown in FIG. 18;

FIG. 21 shows the light gray layer weight mask for the light gray layer of the fourth original image shown in FIG. 18;

FIG. 22 shows the dark gray layer weight mask for the dark gray layer of the fourth original image shown in FIG. 18;

FIG. 23 shows the text layer weight mask for the text layer of the fourth original image shown in FIG. 18;

FIG. 24 shows a fifth original image;

FIG. 25 shows the recovered image of the fifth original image shown in FIG. 24 recovered using the system of this invention;

FIG. 26 shows the shadow layer weight mask for the shadow layer of the fifth original image shown in FIG. 24;

FIG. 27 shows the background layer weight mask of the background layer of the fifth original image shown in FIG. 24; and

FIG. 28 shows the text layer weight mask for the text layer of the fifth original image shown in FIG. 24.

**DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS**

FIG. 6 shows a third original image 301 modelled by two layers, a first layer 6-1 and a second layer 6-2. The first layer 6-1 is a text layer having a uniform dark tone. The second layer 6-2 is a background layer, which becomes gradually brighter from bottom to top. The first and second layers 6-1 and 6-2 are not images. The first and second layers 6-1 and 6-2 shown in FIG. 6 are graphical representations of parametric functions of pixel brightness associated with the first and second layers 6-1 and 6-2. The weight masks 5-1 and 5-2 graphically represent the weights assigned to the pixels in the first and second layers 6-1 and 6-2, respectively. White areas in the weight masks 5-1 and 5-2 represent pixels in the first and second layers 6-1 and 6-2 which have high weights (near 1). Black areas in the weight masks 5-1 and 5-2 represent pixels in the first and second layers 6-1 and 6-2 which have low weights (near zero).

The third recovered image 310 results when the first and second layers 6-1 and 6-2 are combined using the weight masks 5-1 and 5-2, respectively. Pixels within the first and second layers 6-1 and 6-2 which have high weights are more fully represented in the recovered image 310 than pixels having low weights. In other words, pixels in the first and second layers 6-1 and 6-2 having a high weight (near 1) are represented in the recovered image 310 and pixels having a low weight (near 0) are not represented in the recovered image 310.

Referring again to FIG. 6, the pixels in the text layer 6-1 which have a high weight (white) in the weight mask 5-1 are those pixels which are at a same location as the text pixels in the original image 301. Other pixels in the text layer 6-1 have a low weight (black) since there is no text at those pixel positions in the third original image 301. Likewise, the pixels in the background layer 6-2 which are at a same location as the background pixels in the original image 301, have a high weight (white) in the weight mask 5-2. Pixels in the background layer 6-2 which have the same location as the text in the third original image 301 have a low weight (black). By combining the first and second layers 6-1 and 6-2 and turning on those pixels having high weights in the weight masks 5-1 and 5-2 and turning off those pixels having a low weight in the weight masks 5-1 and 5-2, the third recovered image 310 is formed.
The brightness of each pixel in each of the first and second layers 6-1 and 6-2 is modelled as a parametric function of the position of the pixel in the particular layer 6-1 or 6-2. Taking a simplified case in an easily understood example, the third original image 301 is modelled using a single generic layer 6. The first and second layers 6-1 and 6-2 are examples of a single generic layer 6 that could be used to model the third original image 301. Thus, the term single generic layer 6 is used to refer to any layer that could be used to model an image. Although the third original image 301 clearly is composed of two layers 6-1 and 6-2, the single generic layer 6 is used here for example. Modelling using multiple layers is described below. The type of function used to model the brightness of each pixel within the single layer 6 can take many forms, including affine, quadratic and other arbitrary models. Preferably, the brightness for each pixel in the layer 6 is modelled by an affine model, as shown by Equation (1):

$$a(x,y) = a_0 + a_1x + a_2y$$

where $u$ is the modelled brightness of the pixel at the position $(x,y)$ in the layer 6 and $a_i$ are parameters.

In contrast, the actual brightness for each pixel at the position $(x,y)$ in the third original image 301 is represented by $d(x,y)$. The actual brightness $d(x,y)$ of the pixels in the third original image 301 is determined by means well known in the art. For example, in the third original image 301, if each pixel is represented by an 8-bit word, i.e. a byte, the actual brightness $d(x,y)$ of the pixels is represented by a number ranging from 0 to 255. Lower numbers in the scale from 0 to 255 represent pixels having a relatively low brightness $d(x,y)$. Pixels represented by a relatively high number in the scale from 0 to 255 have a relatively high brightness. This brightness scheme can be reversed with low number pixels having high brightness and high number pixels having low brightness. The number of bits used to represent an individual pixel in the third original image 301 determines the total number of possible brightness values $d(x,y)$ a pixel can have. 24-bit images have pixels which range from a brightness value of 0 to nearly 16 million. 

The ideal parametric model for the single layer 6 representing the brightness of pixels in the third original image 301 predicts the brightness $u$ of the pixels at the positions $(x,y)$ in the layer 6 very closely to the actual brightness $d$ of the corresponding pixels at the positions $(x,y)$ in the third original image 301. That is, the difference between the brightness values $d$ and $u$ should be as small as possible for all positions $(x,y)$ in the third original image 301 and the layer 6. The difference between the actual brightness value $d$ and the modelled brightness value $u$ is called the residual value $r$.

Therefore, the ideal parametric model for the modelled pixel brightness $u$ for the layer 6 is one where the sum of the residual values $r$ for all pixel positions $(x,y)$ is as small as possible. In another form, minimizing the sum as given in Equation (2) defines a parametric model for the modelled pixel brightness $u$ in the layer 6 which most closely represents the third original image 301:

$$\sum_{x,y} d(x,y) - u(x,y; a_i)$$

where $d$ is the actual brightness of the pixels in the third original image 301, $u$ is the parametric model for pixel brightness and $p$ is a robust error norm.

The robust error norm $p$ is used to make minimizing Equation (2) insensitive to pixels in the third original image 301 which have a brightness $d$ very different from the pixel brightness predicted by the parametric model $u$. Although the robust error norm $p$ can take many forms, preferably the robust error norm $p$ is the Geman/McClure norm, shown in Equation (3):

$$p(r, \sigma) = \frac{r^2}{\sigma^2 + r^2}$$

where $r$ is the residual value and $\sigma$ is a scale parameter.

FIG. 7 graphically represents the Geman/McClure error norm for varying values of the scale parameter $\sigma$. As the scale parameter $\sigma$ decreases, the robust error norm $p$ forms a deeper trough, with the arms of the robust error norm $p$ leveling off where Irl is very large. FIG. 8 graphically represents the derivative of the robust error norm $p$, which is called the influence function $\Psi(r, \sigma)$. For the decreasing scale parameter $\sigma$, the peaks of the influence function $\Psi$ grow larger where Irl is near 0. This shows that pixels in the third original image 301 having brightness values $d$ similar to that determined by the parametric model $u$ (i.e. $r \approx 0$) have a relatively large influence over the minimizing of Equation (2) compared to pixels having more dissimilar brightness values. Pixels in the third original image 301 having brightness values $d$ different from the pixel brightness determined by the parametric model $u$ (i.e. $r \neq 0$) have a relatively small influence on the minimizing of Equation (2) compared to pixels having more similar brightness values.

Equation (2) is minimized using various gradient descent techniques which are well-known in the art. Preferably, Equation (2) is minimized using an iteratively re-weighted least squares (IRLS) scheme, which is also well known in the art. Using the IRLS scheme, Equation (2) is minimized by finding a weight $m$ such that minimizing $m^2$ is equivalent to minimizing the robust error norm $p$, as shown by Equation (4):

$$2m = \frac{d}{\sigma^2 + d^2} \cdot p(r, \sigma)$$

where $m$ is the weight, $r$ is the residual value, and $\sigma$ is the robust error norm. When the robust error norm $p$ is the Geman/McClure error norm, the weight $m$ is given by Equation (5):

$$m = \frac{\sigma}{(\sigma + r^2)^{3/2}}$$

Therefore, using the IRLS technique, $m^2$ is minimized by Equation (6):

$$\sum_{x,y} m(x,y)d(x,y) - m(x,y)u(x,y; a_i)^2$$

where $m(x,y)$ is the weight of a pixel in the parametric model $u$ at a position $(x,y)$, $d(x,y)$ is the actual brightness of the pixel in the third original image 301 at the position $(x,y)$, and $u$ is the parametric model for pixel brightness at a pixel position $(x,y)$ given the parameters $a_i$.

Equation (6) is minimized using various methods, including weighted least squares and gradient descent. The weighted least squares and gradient descent techniques are well-known in the art. Preferably, the gradient descent technique in combination with a continuation method is used to minimize Equation (6). Minimizing Equation (6) using the gradient descent and continuation method techniques is performed by first estimating the initial values for the parameters $a_i$ in the parametric model $u$. Using the initially estimated parameters $a_i$, the weights $m$ are determined using Equation (5) for each pixel position $(x,y)$ in the layer 6 and for a relatively high scale parameter $\sigma$. The weights $m$ are then used in mini-
mizing Equation (6) to update the values of the parameters \( a_n \). Using the updated values for the parameters \( a_n \) and a lower scale parameter \( \sigma \), the weights \( m \) are again determined using Equation (5). This process is repeated until a convergence criterion is met. The convergence criterion can specify the number of iterations to be performed or stop the iteration when the rate of change of the values of the parameters \( a_n \) decreases to a specified value.

Pixels in the third original image 301 which generate relatively low weights \( m \) are called outlier pixels. Outlier pixels have a brightness value \( a \) which is different from the brightness value predicted by the parametric model \( u \). Therefore, when the single layer 6 is used with the weights \( m \) to form a recovered image, the outlier pixels are not represented in the recovered image. Outlier pixels are not represented since they have low weights \( m \).

For example, if the third original image 301 is modeled by the first layer 6-1 only, the pixels in the third original image 301 representing the background would be outlier pixels. The background pixels in the third original image 301 are outlier pixels because they have a brightness value very different from the brightness value of the text, represented by the first layer 6-1. Therefore, a recovered image formed using only the first layer 6-1 and the weight mask 5-1 would appear roughly as the negative of the weight mask 5-1. No background would be shown in the recovered image since the background pixels are outlier pixels.

The above-outlined method for modeling an image, such as the third original image 301, uses only a single layer 6 described by the parametric model \( u \). Since most images, including the third original image 301, are comprised of at least two layers 6, (i.e. a background layer and a non-background (i.e. a text or image) layer) the segmentation process outlined above is modified to accommodate more than one layer 6. For multiple layers 6, the residual value \( r \) for each pixel in each layer 6 is minimized by Equation (7) using the iterative approach described above:

\[
\Sigma_{i,j} m(x,y)(u(x,y) - w(x,y))
\]

where \( m(x,y) \) is the normalized weight of a pixel at a position \((x,y)\) in the nth layer 6-n and \( a_n \) is the parameter \( a_n \) in the parametric model \( u \) for the nth layer 6-n. \( m(x,y) \) is given by Equation (8):

\[
m(x,y) = \frac{w(x,y)}{\Sigma_n w(x,y)}
\]

where \( w(x,y) \) is the unnormalized weight of a pixel at a position \((x,y)\). The unnormalized weights \( w(x,y) \) are given by Equation (9):

\[
w(x,y) = \frac{\sigma}{\sigma + (d(x,y) - w(x,y))^2}
\]

Normalizing the weights \( w(x,y) \) as shown in Equation (8) effectively enforces a mixture constraint. In Equation (10), during each iteration before updating the values of the parameters \( a_n \):

\[
\Sigma_{i,j} m(x,y) = 1
\]

Normalizing the weights \( w(x,y) \) and thereby enforcing the mixture constraint for each pixel location \((x,y)\) in each layer 6-n ensures the sum of all the weights \( m \) for all \( n \) layers 6 at each pixel position \((x,y)\) is equal to 1. This means that pixels within the third original image 301 can be represented by pixels in more than one layer 6, but that the sum of all weights \( m \) for the \( n \) layers 6 will not exceed 1. In other words, pixels from more than one layer 6 can partially represent the corresponding pixel of the third original image 301 in the recovered image 310.

A special layer 6-z, called an outlier layer, can also be used when modeling an image, such as the third original image 301. The outlier layer 6-z accounts for pixels which do not correspond to the modeled pixel brightness defined by any of the parametric models \( u \) in any of the \( n \) layers 6. However, the brightness of the outlier pixels is not modeled, and the weights \( m \) of the outlier pixels are not updated using Equation (9). This outlier layer 6-z initially starts empty, i.e., the weights \( m \) for each pixel position \((x,y)\) in the outlier layer 6-z are near zero. Pixels which generate low weights \( m \) in all of the \( n \) layers 6 have their weight \( m \) increased in the outlier layer 6-z during normalization. Preferably, the outlier layer 6-z is not used to segment the third original image 301.

FIG. 8 shows an image segmenting system 100. The image segmenting system 100 is part of a standard general purpose computer, for example, as a software module in the general purpose computer. However, it should be appreciated that the image segmentation system 100 can be implemented in a special purpose computer, an ASIC or other integrated circuit, a discrete element hardware circuit, a programmable logic device (PLD), a microprocessor or microcontroller-based circuit or the like. Image data is input into a memory 21, which is controlled by a controller 20. The image data is a series of signals representing the actual brightness \( d \) of the pixels in an original image, such as the first original image 101. For example, a signal which represents the brightness \( d \) of a particular pixel in the first original image 101 can be an 8-bit digital signal. The image data can be input from a scanner, a CCD array, an unsegmented image stored in a host computer connected to the image segmentation system 100, either directly or through a LAN or WAN, or the like.

A brightness determining means 22 determines the brightness \( d \) of each pixel at all positions \((x,y)\) in the first original image 101. The controller 20 generates estimates for an initial number \( n \) of layers 6 and the values for the parameters \( a_n \) for each parametric model \( u \) used to model the pixel brightness for each particular layer 6. The controller 20 estimates or selects the number \( n \) of the layers 6 to be higher than the number of layers 6 normally found in the average image. Preferably, the number of layers estimated by the controller 20 is six. Alternately, the controller 20 could start modeling the image with one layer 6 and add additional layers 6 as necessary.

The controller 20 outputs to the parametric model means 25 the estimated or selected initial number \( n \) of layers 6 and the initial estimated values for the parameters \( a_n \) for each parametric model \( u \). The parametric model means 25 then determines the predicted pixel brightness values for each pixel position \((x,y)\) of each layer 6 based on the initial estimated values of the parameters \( a_n \) for each particular layer 6. Based on the estimated brightness values \( u(x,y,a_n) \) determined by the parametric model means 25 for each layer 6 and the actual brightness values \( d(x,y) \) stored in the brightness determining means 22, the residual determining means 23 then determines the residual value \( r \) for each pixel position \((x,y)\) in each layer 6. As outlined above, the residual value \( r \) is the difference between the actual brightness \( d \) at the pixel position \((x,y)\) in the first original image 101 and the predicted pixel brightness for the pixel position \((x,y)\) given by the parametric model \( u \) based on the estimated values for the parameters \( a_n \) for each layer 6.

The weight determining means 24 next determines the weights \( m \) for each pixel position \((x,y)\) in each layer 6. The
weight determining means 24 uses the scale parameter a supplied by the controller 20 and the residual values r(x,y) supplied by the residual determining means 23 to determine the weights m(x,y). The weight determining means 24 also normalizes the weights m(x,y) for each layer 6 at each pixel position (x,y), so that the sum of the weights m for all of the layers 6 does not exceed 1. The weights m(x,y) are then output to the parametric model means 25.

Based on the weights m(x,y), the parametric model means 25 updates the values of the parameters \( a_i \) for each parametric model \( u \) representing each layer 6. The controller 20 then determines if a convergence criterion is met. For example, the controller 20 determines if a specified number of iterations have occurred or if the values of the parameters \( a_i \) in each parametric model \( u \) have not changed more than a certain amount since the last iteration. If the convergence criterion is met, the controller 20 stops the image segmentation.

Otherwise, the parametric model means 25 determines updated predicted pixel brightness values for each pixel position (x,y) of each parametric model \( u \) based on the updated value of the parameters \( a_i \). Then the parametric model means 25 outputs the updated predicted pixel brightness values determined from the parametric models \( u \) for each layer 6 to the residual determining means 23. The residual determining means 23 determines the new residual values r(x,y) from the actual brightness values d(x,y) and the updated predicted brightness values u(x,y,a) and outputs the new residual values r(x,y) to the weight determining means 24. Using the scale parameter a supplied by the controller 20, the weight determining means 24 determines and normalizes a new set of weights m(x,y) and sends the new weights m(x,y) to the parametric model means 25. The parametric model means 25 again updates the values of the parameters \( a_i \) and the controller 20 determines if the convergence criterion is met. The controller 20 repeats this iteration cycle until the convergence criterion is met.

FIG. 9 is a flowchart outlining the image segmentation process. In step S10, the image data is input into the image segmentation system 100. In step S20, the controller 20 initially chooses (i.e. estimates or selects) the number n of layers 6 for modelling an image such as the first original image 101. Preferably, the controller 20 initially chooses a number n of layers 6 which exceeds the actual number of layers 6 in the average image. Alternatively, the controller 20 initially chooses a number n of layers 6 lower than the actual number of layers 6 in the average image. In this case, the controller 20 then adds additional layers 6 as necessary to properly model the first original image 101. In step S30, the controller 20 initially estimates the values of the parameters \( a_i \) for the parametric model \( u \) defining each layer 6. Estimating the values of the parameters \( a_i \) is arbitrary, and is preferably done such that the parametric models \( u \) roughly approximate the actual layers 6 found in the average image. By initially estimating the values of the parameters \( a_i \), the controller 20 allows the parametric model means 25 to initially determine the estimated brightness values u(x,y,a).

In step S40, the brightness determining means 22 determines the actual brightness values d(x,y) for each position pixel (x,y) in the first original image 101. In step S50, the residual determining means 23 determines the residual values r(x,y) for each pixel position (x,y) in each layer 6 from the actual and estimated brightness values d(x,y) and u(x,y,a). In step S60, the weight determining means 24 determines the weights m(x,y) for each layer 6 at each pixel position (x,y) based on the residual values r(x,y) and the scale parameter a supplied by the controller 20.

In step S70, the parametric model means 25 updates the values of the parameters \( a_i \) for each parametric model \( u \) describing each layer 6. In step S80, the controller 20 determines if the convergence criterion is met. If not, control jumps back to S50. Otherwise, the controller 20 continues to step S90 and stops the image segmentation process.

Modelling the first original image 101 as a compilation of layers 6 having corresponding sets of weights m(x,y) enables improved compression of the first original image 101 compared to directly compressing the raw image data. For example, only three bytes are needed to represent each parametric model \( u \) for each layer 6. The weights m(x,y) are each represented by 1-bit signals if the weights m(x,y) are thresholded to 0 or 1. For example, weights m(x,y) less than 0.5 could be thresholded to 0. Weights m(x,y) between 0.5 and 1 could be thresholded to 1. Thus, the weight masks 5, which graphically represent the weights m(x,y), form bitmaps. Furthermore, only n/2 weight masks 5 corresponding to n/2 layers 6 are needed, since the weights m(x,y) in the weight masks 5 for each pixel location (x,y) must add to 1, as required by the mixture constraint. This is far less information than the complete bytemap comprising at least one byte for each pixel position (x,y) in the original image required to represent the first original image 101.

The first original bytemap image 101 shown in FIG. 1 has a dimension of 486×481 pixels and was compressed using the compression method "gzip". The resulting compression ratio was 2.76:1. The same bytemap image 1 was modelled using three layers, and then compressed using "gzip". The compression ratio obtained was 14.95:1, nearly 5 times higher than the compression ratio obtained by compressing the raw bytemap image data.

As discussed above, FIG. 1 shows the first original image 101 which was segmented into three layers (not shown). FIG. 12 shows the background layer weight mask 5-1 for the background layer. Those pixels in the weight mask 5-1 shown in white have a high weight (near 1), while those pixels in the weight mask 5-1 shown in black have a low weight (near zero). In this case, the background layer 5-1 is essentially a white background layer. The image segmentation system 100 has clearly separated the background pixels from both the text and the graphics.

FIG. 13 shows the gray layer weight mask 5-2 for the gray layer of the first original image 101. FIG. 14 shows the text layer weight mask 5-3 for the text layer. Again, the image segmentation system 100 has clearly separated the text from both the background and the graphic portions of the first original image 101. Note that the text within the box on the left side of the first original image 101 has been segmented. The text layer in this case is a nearly black layer. When the three layers are combined according to the weights, the resulting first recovered image 110 shown in FIG. 11 is very similar to the first original image 101. However, some detail in the graphic portion near the top of the first original image 101 has been lost in the recovered image 110.

As discussed above, FIG. 3 shows a second original image 201 which was segmented by the image segmentation system 100 into three layers (not shown). FIG. 15 shows the text layer weight mask 5-4 for the text layer in the second original image 201. The image segmentation system 100 has quite accurately segmented the text from both the noise and the background. An image similar to the weight mask 5-4 shown in FIG. 15 is much more easily processed by an OCR system than the second original image 201, as shown in FIG. 3.

FIG. 16 shows the noise layer weight mask 5-5 for the noise layer in the second original image 201. Note that very
little of the text has been segmented into the noise layer. FIG. 17 shows the background layer weight mask 5-6 for the background layer of the second original image 201. When the layers are combined using the weight masks 5-4, 5-5 and 5-6, the resulting second recovered image 210, as shown in FIG. 4, very closely matches the second original image 201. The second recovered image 210 is exemplary only. That is, one could combine only the text layer and the background layer, eliminating the noise layer. Such a combination would produce a recovered image 210 appearing roughly as the negative of the weight mask 5-4 shown in FIG. 15. Eliminating the noise layer 6-5 in the recovered image 210 would facilitate OCR processing of the text in the recovered image 210.

FIG. 18 shows a fourth original image 401, which was segmented by the image segmentation system 100 into four layers (not shown). FIG. 20 shows the background layer weight mask 5-7 for the background layer. FIG. 21 shows the light gray layer weight mask 5-8 for the light gray layer. FIG. 22 shows the dark gray layer weight mask 5-9 for the dark gray layer. FIG. 23 shows the text layer weight mask 5-10 for the text layer. 

The fourth recovered image 410, as shown in FIG. 19, very closely approximates the fourth original image 401 shown in FIG. 18. Note also that the text layer has been clearly segmented from both the graphics layers and the background layer, as shown in FIG. 23. Therefore, the image segmentation system 100 is capable of segmenting text from regions in an original image where prior segmentation processes can identify graphics only.

FIG. 24 shows a fifth original image 501. FIG. 26 shows the shadow layer weight mask 5-11 of the shadow layer (not shown). FIG. 27 shows the background layer weight mask 5-12 for the background layer (not shown). FIG. 28 shows the text layer weight mask 5-13 for the text layer (not shown). When recombined using the weight masks 5-11, 5-12 and 5-13, the layers produce the fifth recovered image 510 as shown in FIG. 26. The ramp in the text layer of the fifth original image 501 is preserved in the recovered image 510. Also, FIG. 28 clearly shows that the text layer is segmented from the fifth original image 501.

While this invention has been described in connection with the preferred embodiment, it should be understood that it is not intended to limit this invention to this embodiment. On the contrary, it is intended to cover all modifications and equivalents that may be included within the spirit and scope of this invention, as defined by the appended claims.

What is claimed is:

1. An image segmentation system for segmenting an image into a plurality of layers and a plurality of sets of weights, each set of weights corresponding to one of the plurality of layers, each of the plurality of layers comprising a plurality of layer pixels, each of the plurality of layer pixels corresponding to an image pixel in the image, the image segmentation system comprising:

image brightness means for determining an actual image pixel brightness for each image pixel in the image;

parametric model means for generating a layer pixel brightness model for each of the plurality of layers, each layer pixel brightness model describing a layer pixel brightness value for each layer pixel in the corresponding layer, each layer pixel brightness model generated based on the corresponding set of weights and the actual image pixel brightness of the image pixels in the image;

residual determining means for determining a plurality of sets of residual values, each set of residual values corresponding to one layer, each residual value in the corresponding set of residuals corresponding to a layer pixel in the corresponding layer, each residual value determined based on the corresponding layer pixel brightness value for the corresponding pixel in the corresponding layer determined by the parametric model means and the corresponding actual image pixel brightness of the corresponding image pixel;

weight determining means for determining the plurality of sets of weights, each weight in each set of weights corresponding to a layer pixel in the corresponding layer, each weight determined based on the residual value for the corresponding layer pixel in the corresponding layer; and

control means for controlling the image brightness means, the parametric model means, the residual determining means and the weight determining means.

2. The image segmentation system of claim 1, wherein the weight determining means determines each weight based on a comparison between a layer pixel brightness for the corresponding pixel in the corresponding layer and the actual image pixel brightness of the corresponding image pixel.

3. The image segmentation system of claim 1, wherein each weight in each set of weights is determined based on a robust error norm having a scale parameter.

4. The image segmentation system of claim 3, wherein the robust error norm is the Geman/McClure error norm.

5. The image segmentation system of claim 1, wherein the layer pixel brightness model is an affine model.

6. The image segmentation system of claim 5, wherein each layer pixel brightness model is given by:

\[ w(x,y) = \alpha_0 + \alpha_1 x + \alpha_2 y \]

where \( w(x,y) \) is the layer pixel brightness value of each layer pixel at a pixel position \((x,y)\) in the corresponding layer, and \( \alpha_0 \), \( \alpha_1 \), and \( \alpha_2 \) are parameters.

7. The image segmentation system of claim 1, wherein at least one layer pixel brightness model is a quadratic model.

8. The image segmentation system of claim 1, wherein the controller assembles a recovered image using at least two of the plurality of layers and the corresponding sets of weights, and a recovered image pixel brightness of recovered image pixels in the recovered image is determined by the image segmentation system based on the layer pixel brightnesses and the weights of the corresponding layer pixels in the at least two layers.

9. The image segmentation system of claim 1, wherein the controller means assembles a recovered image using selected ones of the plurality of layers and the corresponding sets of weights, and a recovered image pixel brightness of recovered image pixels in the recovered image is determined by the image segmentation system based on the layer pixel brightness and the weights of corresponding layer pixels in the selected ones of the plurality of layers.

10. A method for segmenting an image, the method comprising a plurality of image pixels, each of the plurality of image pixels having an image pixel brightness represented by image data, the method comprising the steps of:

inputting the image data representing the image, the image data corresponding to a plurality of the image pixels;

determining an actual image pixel brightness for each of the plurality of image pixels from the image data;

estimating a number of layers needed to segment the image, each layer comprising a plurality of layer pixels.
and having a layer pixel brightness model, each of the plurality of layer pixels corresponding to an image pixel in the image;
estimating at least one parameter for each layer pixel brightness model of the number of layers, each layer pixel brightness model representing the layer pixel brightness for each layer pixel in the corresponding layer;
determining a layer pixel brightness for each layer pixel in each layer based on the layer pixel brightness model corresponding to the layer;
determining a set of residuals corresponding to each layer, each residual corresponding to a layer pixel in the layer and based on the layer pixel brightness of the corresponding layer pixel and the actual image pixel brightness of the corresponding image pixel;
determining a number of sets of weights, each set corresponding to one layer based on the corresponding set of residuals and a robust error norm, each weight in a set of weights corresponding to a layer pixel in the corresponding layer;
updating the at least one parameter for the pixel brightness model corresponding to each layer based on the corresponding set of weights and the actual image pixel brightness of the plurality of image pixels in the image;
determining if a convergence criterion is met; and
repeating the layer pixel brightness determining step through the convergence criterion determining step if the convergence criterion is not met.

* * * * *