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1 PERCEIVING SYSTEMS

1.1 Research Overview

Perceiving Systems is focused on understand-
ing the 3D world and its motion as captured by
images. Our goal is to formulate models of the
world, refine these models with machine learn-
ing, and then relate these to how the world ap-
pears in images, enabling detection, recognition,
tracking, and analysis. Given rich representa-
tions of the 3D world, image formation is the
easy part; inverting the imaging process to pro-
duce descriptions from pixels is the challenge.
We seek representations and algorithms that fa-
cilitate this reasoning and provide a foundation
for vision systems that understand and interact
with the time-varying 3D world.

Our fundamental assumption is that the parts
of vision that involve the 3D world, surfaces,
and light are “easy” in the sense that they relate
to physical properties that can be precisely mod-
eled. Such physical models are powerful because
they require little (or no) training data and gen-

eralize widely. While the physical models may
be simple, using them to analyze images – to
solve inverse graphics – has proven hard. We
have made significant progress in this regard in
terms of new inference methods, our ability to fit
3D graphics models to image data, and our abil-
ity to extract basic physical primitives (intrinsic
images) from images and video.

There are many aspects of the world that are
not so easily described by physics – these we
must learn. For example, the shapes of objects,
the patterns of textures, the motion of animals
are all more complex and we resort to learning
their statistics. We have developed new statistical
models of shape, new tools for transfer learning,
new methods for object detection and recogni-
tion, and new robust methods for dimensionality
reduction.

Like most computer vision groups today, we
are making extensive use of deep learning. Un-
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like some groups, however, these tools have not
replaced modeling and optimization but have
augmented them. We are using convolutional
neural networks (CNNs) where they excel, on
problems like 2D human pose estimation and
semantic segmentation. For example, we lever-
age CNNs to improve results for estimating 3D
human pose and for semantic optical flow esti-
mation. The CNNs provide important cues that
are combined with generative models to achieve
novel results.

Following the approach of combining mod-
eling and learning, Perceiving Systems has de-
veloped world-leading models and methods in
optical flow estimation, human pose estimation,
motion capture, body shape modeling, and that
combine high-level scene understanding with
low-level vision. We are also at the forefront of
motor cortical decoding for neural prosthetics.
These projects are described below.

Context. Computer vision is changing rapidly
due to several simultaneous technological revo-
lutions and, while deep learning is the most visi-
ble, others may be even more important. Maybe
more significant are big datasets of images and
platforms that enable human labeling on a large
scale; these are key enablers of deep learning.
Less noticed, but no less important, is the revolu-
tion taking place in computer graphics with open
source gaming engines bringing high-quality ren-
dering to everyone. For the first time, genera-
tive models can be rendered in real time with
high quality for generating training data as well
as for performing inference. Additionally, we
have only just seen the beginnings of 3D scan-
ning with devices like Kinect. This technology
is poised to become widespread in consumer de-
vices in the next few years and will result in a
new data deluge, but one that we are less pre-
pared to deal with. The tools, technologies, data
structures, and algorithms for dealing with noisy,
incomplete, 3D scans of the world are far less
developed than techniques for image processing.
Likewise, 3D printing and virtual reality applica-
tions suggest that databases of 3D CAD models
are poised to expand.

The great leaps in deep learning have resulted
from category-level labeling, which is relatively
easy for humans. The labeling of metric proper-
ties of 3D scenes and objects will prove much
harder. This argues for the sensible use of gen-

erative models of the 3D world that can be fit to
relatively small amounts of training data and yet
have strong generalization ability. A key lesson
of current deep learning methods is that simple
models, that are easy to train, are often prefer-
able to more powerful models that are hard to
train. Future generative models will exploit this
insight to enable end-to-end training. The future
will also likely combine discriminative, bottom
up, pattern recognition methods with generative,
top down, models. This promises a return to the
early roots of computer vision but with new tools.
The successful vision systems of the next decade
are likely to build on, and embrace, all of these
trends rather than focus on any one of them.

This generative approach is at an inflection
point. New sensors and methods allow the cap-
ture of 3D objects, full 3D scenes, materials, and
even 4D shape (3D shape over time). Render-
ing engines are better, more realistic, and more
open than ever. Large datasets enable learning
of object and scene statistics. Deep networks
give new modeling tools to capture non-linear
properties of the world. The combination of gen-
erative models, data, and learning offers a path
to solving hard vision problems. Our approach is
highly interdisciplinary, integrating computer vi-
sion, machine learning, computer graphics, and
computational neuroscience.

Overview. Our approach can be summarized
as “model what you can and learn the rest.” As
an example, the distribution over the shapes of
different cars is something that is hard to write
down but can be learned. The projection of a car
shape into the image, the motion of the car on
the road, contact and interpenetration with other
objects, and the appearance under different light-
ing conditions are all physical things that are
relatively easy to model. We see this philosophy
of learning and modeling throughout our work.
Some examples:

Inverse rendering: A rendering engine takes
3D models, materials, and lighting and produces
images of the scene. The goal of inverse render-
ing is to turn this around and infer the 3D scene
that generated the image. To that end we have de-
veloped an approximate differentiable renderer
that efficiently does this when one is close to
the solution. We have also developed sampling
methods to deal with more complex scenes and
to represent distributions over solutions.
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Human body shape and motion: Humans
and animals have complex 3D shapes that vary
across individuals, with pose, and with motion.
Using 3D and 4D scans we learn the world’s
most accurate statistical models of detailed hu-
man body shape. We use inverse rendering to
then estimate human shape and pose from a vari-
ety of sources including mocap markers, RGB-D
sequences, images, and video.

Scene understanding: Scenes are composed
of objects with a spatial layout. We expect differ-
ent objects and different spatial relations in out-
door scenes, traffic scenes, homes, and offices.
Our goal is to combine semantic information
about scenes with 3D information about objects
to infer what objects are present, their shape, 3D
pose, and how they are moving.

Stereo and optical flow: Both stereo and op-
tical flow give important information about the
3D structure of the scene and the location of sur-
face boundaries. They are typically viewed as
low-level problems that provide this structural
information to higher-level processes. We take
a different view. Knowing something about the
scene and its objects can make stereo and flow
estimation easier. Consequently we formulate
these estimation problems jointly to describe im-
ages and sequences in terms of semantic primi-
tives and to leverage semantic segmentation.

Intrinsic images: Between image pixels and
the 3D world are intermediate representations
that are registered with the image but relate to the
physical world. Examples include depth, flow,
albedo, shading, object contours, cast shadows,
etc. Extracting these intermediate representa-
tions has long been a goal and is now becoming
feasible. By taking an integrated approach to es-
timating these intrinsic properties over time we
are able to extract fundamental physical proper-
ties of scenes from video.

History. Perceiving Systems began operations
in January 2011 with one employee (Black). We
have grown into a department with a steady-state
size of around 30 people including support staff,
technicians, students, and scientists at various
career stages. Already there are about 30 alumni
including six graduated Ph.D. students.

The department has several exceptional group
leaders including Juergen Gall (now a professor
in Bonn), Peter Gehler (Senior Research Scien-
tist), and Andreas Geiger (Research Scientist);
all of these are top young researchers in the field
of computer vision. Group leaders receive de-
partment funding and raise external funds to sup-
port their research. These group leaders indepen-
dently supervise Ph.D. students.

We have a highly active visitor program and
lecture series. We have had over 100 invited
speakers, including many of the leaders in the
field. A full list is here

https://ps.is.tuebingen.mpg.de/
talks

Sabbatical and long-term visitors include
Cordelia Schmid (INRIA), Stan Sclaroff (Boston
University), Niko Troje (Queen’s University),
and Garrett Stanley (Georgia Tech).

The department occupies temporary space, pri-
marily located in the first floor of the Magnetic
Resonance Center of the MPI for Biological Cy-
bernetics. Significant effort has gone into plan-
ning lab space in the new building to support our
research program.

Our main research themes are described be-
low, followed by more detailed project descrip-
tions that provide insight into how we translate
these themes into algorithms and solutions. The
work presented here is just a sampling of the re-
search in the department over our first five years
of operation. Our website provides all this in-
formation as well as many other projects and
greater detail

http://ps.is.tue.mpg.de

In addition, many of our videos are available on
the Youtube channel

https://www.youtube.com/user/
BlackAtBrown

Finally a broader view of the department activ-
ities, including more of the social life, can be
found on our Facebook page

https://www.facebook.com/
PerceivingSystems/
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Selected highlights (2011–2015):

2011. Middlebury Optical Flow benchmark paper published.
2011. Demonstrated human neural control of a cursor 1000 days after implantation.
2011. Demonstrated first decoding of point and click from human motor cortex.
2011. First method to estimate human shape from multiple Kinect RGB-D images.
2011. Best method for estimating intrinsic images using a global sparsity prior.

2012. Released the MPI-Sintel dataset for optical flow evaluation.
2012. World’s first high-speed body scanner, capturing the full range of human poses.
2012. Deformable parts models with 3D object geometry for object recognition.
2012. Coregistration method enables learning of body shape from a corpus of scans.
2012. Department’s first SIGGRAPH paper (on clothing shape and deformation).

2013. Spun out Body Labs Inc. with 2 million USD of angel funding.
2013. Release of JHMDB action recognition dataset.
2013. State of the art 2D human pose estimation with poselets.
2013. Demonstrated state-of-the-art optical flow estimation using layers.

2014. World’s first 4D body scanner, capturing 3D meshes at 60 fps.
2014. First learned model of human shape change during breathing.
2014. MoSh estimates human shape and detailed motion from standard markers.
2014. FAUST dataset for 3D mesh registration released.
2014. Released first method for robust PCA that scales to big data.

2015. Body Labs receives $8 million in venture funding; licenses new IP.
2015. SMPL body model released; compatible with standard graphics packages.
2015. Released KITTI 2015 dataset with ground truth non-rigid motions.
2015. Discrete optical flow achieves top performance on benchmarks.
2015. Joint estimation of high-level object models and low-level scene properties.
2015: Dyna the first realistic model of dynamic human shape in motion.

1.1.1 Human Pose

Since humans are often the subject of pho-
tographs, detecting them and analyzing their
pose is critical for image understanding. The pho-
tographic study of human pose and motion dates
from the late 1800’s with the work of Muybridge
and Marey. Our research continues this tradi-
tion but with new capture technology, advanced
graphics models of the body, new algorithms
for pose and shape estimation, machine learn-
ing methods, and quantitative analysis of human
motion and pose on ground-truth datasets.

In the first five years of Perceiving Systems we
have made significant progress towards automat-
ically estimating 2D human pose from images by
leveraging training datasets and machine learn-
ing methods. We also leverage our expertise in
optical flow estimation to extend 2D pose estima-
tion over time, resulting in increased accuracy.

Beyond 2D pose, we are pushing the technol-
ogy of "motion capture" in new directions. The
goal is always to leverage what we know about
bodies to get more from less - more accuracy
and more shape detail from a small number of
simple sensors. From 3D mocap markers, we
recover detailed shape, pose, and soft tissue mo-
tion. Using a single RGB-D sensor and a para-
metric model of the human body, we are able
to estimate human body shapes and poses from
complex sequences of unconstrained motion.

Our current work is pushing the state of the
art in monocular pose and motion capture to au-
tomatically go from 2D images or monocular
video to 3D pose and shape of the human body.
We are also expanding our research from track-
ing humans to tracking animals of many kinds.
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More information: https://ps.is.tuebingen.mpg.de/field/human-pose

1.1.2 Human Shape

Figure 1.1: Virtual Humans. SMPL is an example of a statistical body model that is learned from thousands of
scans of people. Unlike previous models, SMPL is compatible with existing game engines. Here many bodies are
rendered in motion by a common game engine

The human body is special. Most images
and videos depict humans, and understand-
ing humans is important for many problems
including human-computer interaction, video
retrieval, activity recognition, special effects,
sports medicine, etc. We take an approach that
leverages strong models to interpret ambiguous
sensor data. Such models express the statistics of
body shape and pose and allow the robust inte-
gration of measurements from different sources.
A model-based approach is particularly impor-
tant for the analysis of complex, articulated, and
non-rigid objects such as the body.

To that end we have built the most detailed and
accurate statistical models of 3D human body
shape to date. These models are learned from
over 4000 3D body scans of different people
and approximately 1800 scans capturing a wide
range of poses by people of many body shapes.

Additionally we learn models of soft tissue dy-
namics using 40,000 scans captured by a unique
full-body 4D body scanner that gives detailed
3D meshes at 60 fps.

Our latest SMPL body model is available for
research purposes, makes it easy to create any
human body shape, and allows the body to be
animated in standard game engines and graphics
software. The model is appropriate for use in
animation and computer vision.

Some of our current work addresses: learning
models of clothing in motion; modeling hands,
faces and bodies together; learning composi-
tional models of 3D shape; animal shape and
motion; estimating 3D shape from monocular
cues.

Impact. From its inception, Perceiving Sys-
tems has been working on commercializing
body shape modeling technology. An engineer-
ing team from Brown formed the first group of
employees in the department and they came to
Germany to make our technology ready for the
real world. After nearly two years of work, sev-
eral significant papers, and patenting activity, the
team spun off in 2013 into Body Labs Inc. The
company licensed technology from Brown and
Max Planck and in the fall of 2015 completed a
second round of licensing from MPI.

Located in New York City, Body Labs began
with angel funding and quickly built a base of
paying customers. In 2015 it closed a Series A
financing round with Intel Capital in the lead,
bringing total funding to approximately $10 mil-
lion dollars. At the same time Body Labs and
Intel announced a partnership to bring body scan-
ning and clothing sizing to consumers using In-
tel’s RealSense depth sensors.

More information can be found at the Body
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Labs website

http://www.bodylabs.com/

In addition to our commercialization efforts we
have made several websites available to users for
free. In particular we developed websites to help
people better understand their body shape and

how this shape relates to their body mass index,
or BMI. We have two websites, using different
visualization technology, that attract about one
million users a year

http://www.bodyvisualizer.com
http://www.bmivisualizer.com

More information: https://ps.is.tuebingen.mpg.de/field/shape

1.1.3 Stereo and Optical Flow

A fundamental problem in computer vision
is the reconstruction of the shape and motion of
the 3D world. This has applications as varied
as self-driving cars, 3D mapping, virtual reality,
graphics, and robotics. We think that reasoning
about the 3D world and its structure is at the
heart of computer vision.

To help push the field in new directions, we
have co-organized two workshops on Scenes
from Video that bring together researchers work-
ing on video, flow, and structure from motion
with researchers working on semantic scene anal-
ysis. The idea is that integration of these fields
(metric and semantic) will lead to improvements
in both.

Image Motion: Perceiving Systems is at the
forefront of research on optical flow; it is one of
our core competencies and our algorithms are
regularly at the top of the optical flow bench-
marks.

By optical flow we mean the projection of
the 3D motion field onto the image plane of the
camera. We focus on this (as opposed to appar-
ent motion) because this flow is related to the
structure of the 3D scene, the boundaries of ob-
jects, and the motion of the camera. Flow is an
important mediating representation (an intrinsic
image) that helps the analysis of scenes.

Optical flow has proven useful for problems
throughout computer vision, graphics, medical
imagining, robotics, and many application do-
mains. and while there are many reasons to com-
pute flow, the ones that interest us most are to

1. establish correspondence across time - this
enables reasoning across time, establishes
object permanence etc.;

2. to determine scene structure - what is rigid,
what isn’t, where the boundaries are, etc.

Open problems in the field include: dealing
with fast motion of small objects, modeling mo-
tion with complex material properties, reflec-
tions and transparency, dealing with motion blur,
accurately estimating flow at surface boundaries,
segmenting scenes into regions, and improving
accuracy and speed simultaneously.

Our current work is focused on combining the
estimation of flow with higher level scene analy-
sis, including combing flow with the estimation
of 3D objects and their motion and estimating
3D scene flow. Our most recent work combines
semantic scene segmentation with optical flow,
achieving state-of-the-art accuracy. We also are
using optical flow in many applications, includ-
ing human shape and motion analysis.

Scene Structure: Beyond motion, we study
the recovery and reconstruction of 3D struc-
ture from single images, RGB-D data, video se-
quences, stereo, and multi-view stereo.

Our major innovations lie in combining high-
level and semantic cues with low-level fea-
tures. We view the problem as the integration
of model fitting with dense structure recovery.
While much of our work has focused on object-
specific models like people and cars, we are par-
ticularly interested in generic representations and
compositional models of objects and scenes.

Increases in computing power, labeled train-
ing data, large databases of 3D CAD models, 3D
sensors, and open-source rendering engines, are
all opening new opportunities to model and infer
3D objects and scenes.

More information: https://ps.is.tuebingen.mpg.de/field/stereo-and-flow
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